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Turgut Öziş, Turkey

Claudio Padra, Argentina

Reinaldo Martinez Palhares, Brazil

Francesco Pellicano, Italy

Juan Manuel Peña, Spain

Ricardo Perera, Spain

Malgorzata Peszynska, USA

James F. Peters, Canada

Mark A. Petersen, South Africa

Miodrag Petkovic, Serbia



Vu Ngoc Phat, Vietnam

Andrew Pickering, Spain

Hector Pomares, Spain

Maurizio Porfiri, USA

Mario Primicerio, Italy

Morteza Rafei, The Netherlands

Roberto Renò, Italy
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Mathematical and numerical modeling is a mature yet vibrant
research area in geotechnical engineering. Its advancement
has been accelerated in recent years by many emerging
computational techniques as well as the increasing availability
of computational power. A wide spectrum of approaches, on
the basis of continuously advancing understanding of soil
behavior, has been developed and applied to solve various
problems in geotechnical engineering. These methods are
increasingly playing important roles not only in achieving
better understanding of fundamental behavior of geomate-
rials and geostructures but also in ensuring the safety and
sustainability of large-scale complex geoengineering projects.

The aim of this special issue is to present original
research articles on mathematical and numerical modeling
in geotechnical engineering. A total of 26 high-quality peer-
reviewed papers were selected to be published in this special
issue. The topics cover various aspects as follows.

(1) Development and discussion of constitutive models
of geomaterials including unsaturated soil, granular,
rockfill, joint rock mass, and soil-structure interface.

(2) Proposal of analytical solutions to soil-structure inter-
action systems.

(3) Development of numerical methods to evaluate
response of retaining wall, pile foundation.

(4) Novel applications of mathematical and numerical
modeling to practical geotechnical projects such as
pile foundations, soil nails, mining, joint rock mass,
rock grouting, rockfill dams, and arc dams.

These papers are expected to be helpful references for all
those in the field of mathematical and numerical modeling in
geotechnical engineering.
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A special inverse analysis method is established in order to calibrate soil constitutive models. Taguchi method as a systematic
sensitivity analysis is conducted to determine the real values of mechanical parameters. This technique was applied on the hardening
soil (as an elastoplastic constitutive model) which is calibrated using the results from pressuremeter test performed on “Le Rheu”
clayey sand. Meanwhile, a genetic algorithm (GA) as a well-known optimization technique is used to fit the computed numerical
results and observed data of the soil model. This study indicates that the Taguchi method can reasonably calibrate the soil parameters
with minimum number of numerical analyses in comparison with GA which needs plenty of analyses. In addition, the contribution
of each parameter on mechanical behavior of soil during the test can be determined through the Taguchi method.

1. Introduction

One of the most important aspects of geotechnical problems
is to adopt a suitable constitutive model for each material.
Then, one or more appropriate experimental and/or field
tests should be conducted to find the mechanical parameters
of each constitutive model. When a set of parameters used
in a model is selected so that it creates the most precise
coincidence with the soil behavior, then the constitutive
model is said to be calibrated. Generally, there are different
methods ranging from simple to advanced for calibration
of soil constitutive models. Simple conventional calibration
techniques typically use stress and strain levels at certain
states in which a material undergoes during specific types of
laboratory tests. Sometimes, this method of calibration fails
to capture the overall behavior of a material, that is, behavior
at every point in stress-strain path [1]. For example, in a
direct shear test, sets of normal and shear stresses in failure
condition are used to find the peak values of internal friction
angle and cohesion. However, often the other features of soil
behavior such as the variation of shear stress versus shear
displacement are not considered. Therefore, there is a vital

need to fill this gap and find a much more comprehensive
way to calibrate the constitutive models for soils. The best-
proposed method to satisfy this requirement is the inverse
analysis technique, which is based on mathematical solutions
to find the best match between stress-strain curves.

Many researchers adopted inverse analysis method with
different modifications. Cekerevac et al. [2] proposed an
inverse calibration approach in which quasi-Newton and
stochastic methods were used as optimization tools. They
employed this method to calibrate Hujeux constitutive model
for the results of isotropically consolidated drained triaxial
compression tests. Quasi-Newton and stochastic methods
were used to search for local and global minimums, respec-
tively [2]. Calvelloet applied the inverse analysis techniques to
calibrate hardening soil (HS) constitutive model for Chicago
glacial clays. They used the results of triaxial compression
tests along with the displacement profile recorded from
inclinometer readings in a supported excavation in glacial
clays [3]. In these researches, classical optimization tools were
used. These methods are based on the derivatives of the
objective function. However, such optimization techniques
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may lead to computational difficulties during the calculation
of error function derivatives [4–6].

In this research, a new systematic search technique is
proposed on the basis of genetic algorithm (GA) [7–12] and
Taguchi method [13–16]. GA as a well-known metaheuristic
algorithm can be utilized to calibrate any soil constitutive
model by means of the results obtained from any laboratory
test and/or in situ experiment [2]. GA needs only an objective
function rather than its derivatives. In this way, the shortcom-
ings of classical methods will be eliminated as a result. How-
ever, in order to decrease the computational time, sensitivity
analyses are required to select only the dominant parameters
when the input parameters affecting the mechanical behavior
are numerous. In this study, sensitivity analyses are carried
out systematically using the well-known Taguchi method.
This method which is conventionally used for the design of
laboratory experiments can be treated as a modern technique
in geotechnical application.

Genichi Taguchi, who first introduced this method dur-
ing the late 1940s, utilized the conventional statistical tools in
a simplified form by identifying a set of stringent guidelines
for experiment layout and the analysis of results [13]. He made
an applicable method for design and analysis of factorial
experiments which is mainly used in quality engineering.
This method, well known for its industrial applications to
identify sensitive parameters for a given target, has fewer
applications in geotechnics, particularly on material property
identification [13].

In this paper, the results of pressuremeter tests [17, 18]
which are performed on clayey sand in “Le Rheu” site
located in France have been adopted for calibration of soil
constitutive model [19]. The proposed method for inverse
calibration is expressed using a special example which entails
the 𝑃 − Δ𝑉/𝑉0 curve obtained by pressuremeter test in a
particular depth [20]. The constitutive law of this soil is
assumed to be HS model due to the behavior that is exhibited
during laboratory results. Thereafter, the inverse calibration
is repeated with the reduced number of input parameters,
obtained from the Taguchi method.

2. Specifications of the Soil in ‘‘Le Rheu’’ Site

The site is located in the west part of France, in a region
called “Le Rheu.” The soil of this site contains reddish sand
for tens of meters. Several in situ and laboratory tests have
been performed on this soil to identify its mechanical and
engineering characteristics. The main reason for selection
of this site in current research is the uniformity of the soil
type in different depths and the existence of water table at
very low levels. These conditions reduce the complexity of
modeling process and let all efforts be concentrated on the
mathematical solution for inverse calibration.

The results of pressuremeter tests are available at three
points of B4, P1, and P2 (Figure 1) in various depths of 2 m,
3 m, 4 m, and 5 m [19]. However, in this study, only the curve
related to point B4 at the depth of 2 m was selected. Figure 1
illustrates the results of tests at point B4 in the form of 𝑃 −Δ𝑉/𝑉0 curve.
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Figure 1: Pressuremeter curves at a depth of 2 m after being modi-
fied by lift-off method.
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Figure 2: Hyperbolic stress-strain relation in primary loading for a
standard drained triaxial test.

3. Hardening Soil Model

The hardening soil model is an advanced model for sim-
ulating the behavior of both soft and stiff soils. When
subjected to primary deviatoric loading, the soil shows a
decreasing stiffness and simultaneously irreversible plastic
strains developing. In the special case of a drained triaxial
test, the observed relationship between the axial strain and
the deviatoric stress can be well approximated by a hyperbola
function, as (Figure 2):

−𝜀1 = 12𝐸50 𝑞1 − 𝑞/𝑞𝑎 for 𝑞 < 𝑞𝑓. (1)

In contrast to an elastic-perfectly plastic model, the
yield surface of a hardening plasticity model is not fixed
in principal stress space, but it can expand due to plastic
straining. Distinction can be made between two main types of
hardening, namely, shear hardening and compression hard-
ening. Shear hardening is used to model irreversible strains
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Table 1: HS input parameters [3].

Basic parameters Explanation Initial estimates𝑐 Cohesion 𝑦-axis intercept in 𝜎𝑛 − 𝜏 stress space𝜑 Friction angle Slope of failure line in 𝜎𝑛 − 𝜏 stress space𝜓 Dilatancy angle Function of 𝜑peak and 𝜑failure𝐸ref
50 Secant stiffness in standard drained triaxial test 𝑦-axis intercept in log(𝜎3/𝑃ref) − log(𝐸50) space𝐸ref
oed Tangent stiffness for primary oedometer loading 𝑦-axis intercept in log(𝜎V/𝑃ref) − log(𝐸50) space𝑚 Power for stress-level dependency of stiffness Slope of trend line in log(𝜎3/𝑃ref) − log(𝐸50) space

X 1

X 2

X 3

X 4

X 5

1

2

3

Figure 3: Geometry of Menard pressuremeter test model.

due to primary deviatoric loading. Compression hardening
is used to model irreversible plastic strains due to primary
compression in oedometer loading and isotropic loading.
Both types of hardening are contained in the present model.
Table 1 presents input parameters of the HS model.

4. Numerical Modeling of Menard
Pressuremeter Test

The first step of numerical modeling is generating the geom-
etry. A mass of soil should be considered in which a borehole
is dug to model the pressuremeter test. Then the pressure
is induced to the boundary of the soil element adjacent
to the middle cell of the probe. Because of the symmetric
geometry and loading, only a half of the geometry is modeled
(Figure 3). Three regions are identified in Figure 3, as follows:

Region 1 shows soil mass around the borehole in which the
stress-field induced by loading can be assumed negligible.

Region 2 is the area exposed to direct impact of induced
pressure, so it needs a finer mesh. This area consists of a
20 cm × 20 cm square, where the height implies the height of
pressuremeter probe middle cell. Loading occurs on the inner
boundary of this square (left side of the square in Figure 3).

x

y

B
B

Figure 4: Boundary conditions and loading position.

Region 3 stands for the borehole which will be eliminated at
the first phase of analysis. Illustrated dimensions in Figure 3
are as follows:

𝑋1: distance between probe center and ground sur-
face (i.e., depth of experiment) = 2 m;

𝑋2: probe height = 1.5 m;

𝑋3: probe center distance to the bottom of the
borehole (i.e., half height of the probe) = 75 cm;

𝑋4: depth of the probe = 1.5 m;

𝑋5: 50 times of the borehole diameter (50 × 0.06 m =
3 m).

The boundary conditions and loading position are
defined in Figure 4. The pressure, which is made by expansion
of the middle cell of the probe, will be induced in analysis
phase.

Mesh is generated in the next step as shown in Figure 5.
Since the displacements and stresses produced in region 2
are very important, a finer mesh is considered for this part.
According to high value of height-width ratio of region 3,
a refined mesh is needed in this region. To increase the
precision of calculations, 15-node triangular elements have
been used.
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Figure 5: Mesh generation for pressuremeter model.

For the current pressuremeter test modeling, analysis
phases have been defined as follows:

Phase 1. Borehole is excavated and the stresses due to the
excavation are calculated. Calculations in this phase are in the
plastic zone of the soil.

Phase 2. Pressuremeter apparatus is planted in the desired
depth of the borehole (2 meters in this case) and the exper-
iment starts by inducing a 100 kPa pressure. In this phase,
displacements of the previous phase, due to the borehole
excavation, are set to zero.

Phases 3 to 46. In subsequent phases, pressure increases grad-
ually. In this experiment a 100 kPa incensement is considered
for each step. Therefore, in phase 3, we have 𝑝 = 200 kPa and
in phase 4, 𝑝 = 300 kPa, and so forth until phase 46 which
it is 𝑝 = 4500 kPa. It should be mentioned that from phase 2
on, calculations are updated according to the mesh type and
produced large displacements and they may not necessarily
continue to phase 46. The final step depends on the time of
failure.

5. Inverse Analysis for Calibration of
Soil Constitutive Models

In inverse analysis, a given model is calibrated by iteratively
changing input values until the simulated output values
match the observed data [3]. The basic form of inverse
analysis technique can be categorized as a trial and error
approach (Figure 6). When the number of input parameters
is too large, this method may be inefficient or impractical.
Therefore, to avoid this troublesome effort, providing a
systematic approach seems to be necessary. In the following
section, an optimization tool is introduced in order to
systematically minimize the difference between numerical
and experimental results.

5.1. Systematic Inverse Analysis Method. The given con-
stitutive model is calibrated by a repetitive procedure in

No
Yes

Start

End

Select the input 
param eters of the 
constitutive m odel

Num erical 
analysis 

Obtain the value 

of error function

Is the value 

of error 

function less 

than the 

tolerance?

Figure 6: General inverse analysis diagram for calibration of soil
constitutive models.

X

Y S1

S2

Experim ental results
Num erical results

Figure 7: Concept of error function.

systematic inverse analysis. In this cycle, input parameters
of the constitutive model are changed until the results of
numerical simulation match the experimental responses. In
this research, the results of Menard pressuremeter tests have
been considered as the soil response used for calibration of
HS model. A set of input parameters for soil constitutive
model which leads to the coincidence of in situ pressuremeter
curve and model pressuremeter simulation curve is desired.
There is an extreme need for a quantity, which shows the
degree of coincidence between the two mentioned curves
in order to solve the problem. This quantity which is error
function is generally defined as “area between the two curves,”
as

Error Function = 𝑆1 + 𝑆2= ∫ 󵄨󵄨󵄨󵄨󵄨𝑌Experimental − 𝑌Numerical󵄨󵄨󵄨󵄨󵄨 𝑑𝑥. (2)

This concept is illustrated in Figure 7.
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Table 2: The best set of parameters obtained by systematic inverse
analysis via GA optimization tool.

Err. fun (kPa) 𝑚 𝜓 (deg) 𝜑 (deg) 𝐶 (kPa) 𝐸 (kPa)

21.8 0.76 0.23 35.11 20.14 72913

In this paper, an error function with the following form is
used, as

Objective Function = 𝑛∑
𝑖=1

󵄨󵄨󵄨󵄨󵄨𝑝Experimental − 𝑝Numerical󵄨󵄨󵄨󵄨󵄨𝑛 , (3)

where Σ represents the summation of its subsequent term (𝑛
discrete values) and 𝑛 is the number of used experimentally
obtained data in the process.

Therefore, the calibration is changed into a familiar
optimization problem in which finding a feasible set of soil’s
model parameters leads to the least value for error function.
Soil constitutive model parameters are those 6 parameters
previously introduced in Table 1. Since there is a need to
change the level of each parameter without any limitations,

the parameter 𝐸ref
oed is eliminated from the inverse analysis

procedure. As there is not the possibility for 𝐸ref
oed to be

changed freely, this parameter should be removed from the
cycle and the default value for this parameter will be accepted

(𝐸ref
oed = 𝐸ref

50 ). Thus, the number of input parameters reduces
to 5.

Now, this idealized problem is ready to be solved. The
optimization tool used in this research is GA. There are
many computer programs written for GA, but none is able
to communicate with PLAXIS. To solve this problem, instead
of using available programs for GA, a code is written for
GA by Visual Basic (VB), which has the ability to interface
with the PLAXIS, a useful finite element program which
can perform the analysis according to predefined stages.
Therefore, this code can change the value of each parameter in
that optimization process and obtain the objective function.
Figure 8 presents the algorithm with more details.

The best set of parameters obtained by this method
is gained after 496 cycles as shown in Table 2. Figure 9
illustrates a very good coincidence between the in situ and
simulation curves. Inverse analysis algorithms allow simul-
taneous calibration of multiple input parameters [3]. On the
other hand, the required time for inverse analysis intensively
increases by increasing the number of parameters. However,
the computational time can be reduced to a large extent by
removing some unimportant parameters. A sensitivity analy-
sis attains the degree of importance of each parameter [21, 22].
In this paper, “Taguchi method” is used to fulfill this aim.

5.2. Sensitivity Analysis by Taguchi Method. Taguchi method
is conventionally an approach for sensitivity analysis method,
by changing a selected factor in different levels, while the
other factors are kept constant. Then, the same process
repeats exactly for each of the remaining factors. In Taguchi
method, all factors are changed simultaneously according to
predefined tables called “orthogonal arrays.” Choosing the
appropriate orthogonal array for a given problem is called

“experiment design.” The first step to perform a systematic
sensitivity analysis is to define experiment design. In order
to generate design experiments (i.e., finding the suitable
orthogonal array), “degrees of freedom” is needed, which is
obtained as follows:

(df)EXP = ∑(df)factor +∑(df)interaction. (4)

In this study, for each of the 5 factors, 4 levels are considered.
Therefore, the degree of freedom for each factor equals
3 ((df)𝐴 = 𝑘𝐴 − 1, 𝑘𝐴 = number of levels for factor𝐴). Interactions’ degree of freedom will be zero since no
interaction is considered. By substituting the mentioned
values into (4), (df)EXP will be 15.

The smallest orthogonal array with the degree of freedom
greater than (or equal to) the experiment degree of freedom
should be found in this step. Degree of freedom for L16
array is 15: ((df)O.A = No.Trial − 1 → 16 − 1 = 15),
so L16 array can be obtained (Table 3). But L16 contains
only 2-level factors, while an orthogonal array with 4-level
factors is needed. Therefore, using the rule of converting 2-
level columns into 4-level columns, M16 orthogonal array is
achieved (Table 4). Variation interval of each factor is divided
into 4 equal divisions as mentioned before, thus factor levels
will be as Table 5. Factors can be assigned to columns of
orthogonal array M16, now. Here, as interaction between
factors has not been taken into account, the factors will
arbitrarily be assigned to any desired column of M16.

Final plan of experiments is shown in Table 6. In this
table, each row stands for an experiment, so the pressureme-
ter finite element model should be run 16 times, according
to the conditions of the orthogonal array M16. The results
obtained after running these experiments are shown in the
last column of Table 6.

Obtained data of Table 6 are analyzed according to
Taguchi ANOVA table (Analysis of variance). Results are
shown in Table 7. The last column of Table 7 shows the con-
tribution percent of each parameter. Contribution percent
shows the sensitivity degree of numerical model response
with respect to each parameter variations. As it can be seen
in this table, parameter 𝑐 has the most, and parameter 𝜓 has
the least degree of importance (sensitivity degree).

The parameter with the degree of importance less than
10% of the most significant factor will be assigned a constant
value and removed from the inverse analysis process. As a
result, parameter 𝜓 has a very small degree of importance
(4.8%). This value is less than 10% of the importance degree
of the most significant parameter (here 𝑐 with contribution
percent of 53.2%). Therefore, a constant value is assigned to𝜓 (here, 𝜓 = 2∘). Now, inverse analysis can be performed
with the 4 remaining parameters. The result of this anal-
ysis is shown in Table 8. Figure 9 illustrates the simulated
pressuremeter curve obtained from numerical analysis based
on Table 8 parameters in comparison with the in situ pres-
suremeter curve.

5.3. Comparing to Results of Direct Calibration. The HS
constitutive model for “Le Rheu” soil has been calibrated
directly [5]. In situ and laboratory tests were utilized to
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Figure 8: Continued.
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Figure 8: The algorithm of the written code for systematic inverse analysis.

assess the value of HS soil model parameters as shown in
Table 9. For example, vane shear test is used to estimate the
values of 𝑐 and 𝜑. After substituting obtained parameters
into the simulated pressuremeter test model and running the
numerical model, stress-volumetric strain curve is attained.
This curve is shown in company with in situ pressuremeter
curve in Figure 9. As it can be seen, the two curves have

a similar trend and they are nearly parallel but there is no
close coincidence.

6. Discussion

The main purpose of the paper is to introduce a systematic
approach to derive mechanical parameters of a typical soil
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Table 3: L16 orthogonal array.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

2 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2

3 1 1 1 2 2 2 2 1 1 1 1 2 2 2 2

4 1 1 1 2 2 2 2 2 2 2 2 1 1 1 1

5 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2

6 1 2 2 1 1 2 2 2 2 1 1 2 2 1 1

7 1 2 2 2 2 1 1 1 1 2 2 2 2 1 1

8 1 2 2 2 2 1 1 2 2 1 1 1 1 2 2

9 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2

10 2 1 2 1 2 1 2 2 1 2 1 2 1 2 1

11 2 1 2 2 1 2 1 1 2 1 2 2 1 2 1

12 2 1 2 2 1 2 1 2 1 2 1 1 2 1 2

13 2 2 1 1 2 2 1 1 2 2 1 1 2 2 1

14 2 2 1 1 2 2 1 2 1 1 2 2 1 1 2

15 2 2 1 2 1 1 2 1 2 2 1 2 1 1 2

16 2 2 1 2 1 1 2 2 1 1 2 1 2 2 1

Pressuremeter simulation curve obtained by direct method

Pressuremeter simulation curve obtained by inverse analysis

The best simulation curve which is obtained by the best
set of model input parameters

In situ pressuremeter curve

1400

1200
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Figure 9: In situ pressuremeter curve in comparison with the
best simulation curve, pressuremeter simulation curve obtained by
inverse analysis (performed after sensitivity analysis), and pres-
suremeter simulation curve obtained by substituting field attained-
parameters (direct method).

constitutive model based on an available test data. For
adopted example of “Le Rheu” clayey sand, three different test

data related to three points of B4, P1, and P2 were available
at depth of 2 m. The proposed approach can be applied to

Table 4: Modified L16 orthogonal array (M16).

1 2 3 4 5

1 1 1 1 1 1

2 1 2 2 2 2

3 1 3 3 3 3

4 1 4 4 4 4

5 2 1 2 3 4

6 2 2 1 4 3

7 2 3 4 1 2

8 2 4 3 2 1

9 3 1 3 4 2

10 3 2 4 3 1

11 3 3 1 2 4

12 3 4 2 1 3

13 4 1 4 2 3

14 4 2 3 1 4

15 4 3 2 4 1

16 4 4 1 3 2

Table 5: Considered levels for each factor.

Columns Factors Level (1) Level (2) Level (3) Level (4)

1 𝐸 (kPa) 20000 40000 60000 80000

2 𝑚 0.5 0.666 0.832 1

3 𝐶 (kPa) 1 15.66 30.32 45

4 𝜑 30 33.33 36.66 40

5 𝜓 0 3.33 6.66 10

the curve of each point independently, and then the corre-
sponding mechanical parameters may be averaged to repre-
sent the mean values of the soil mechanical parameters of
“Le Rheu” clayey sand at depth of 2 m. According to Figure 1,
the parameters obtained from the points P1 and P2 should
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Table 6: Final plan of experiments for this project.

Test number 𝐸 (kPa) 𝑚 𝐶 (kPa) 𝜑 (deg) 𝜓 (deg) Result

1 20000 0.5 1 30 0 648

2 20000 0.666 15.66 33.33 3.33 410

3 20000 0.832 30.32 36.66 6.66 281

4 20000 1 45 40 10 191

5 40000 0.5 15.66 36.66 10 44

6 40000 0.666 1 40 6.66 660

7 40000 0.832 45 30 3.33 93

8 40000 1 30.32 33.33 0 159

9 60000 0.5 30.32 40 3.33 315

10 60000 0.666 45 36.66 0 256

11 60000 0.832 1 33.33 10 910

12 60000 1 15.66 30 6.66 203

13 80000 0.5 45 33.33 6.66 549

14 80000 0.666 30.33 30 10 272

15 80000 0.832 15.66 40 0 550

16 80000 1 1 36.66 3.33 750

Table 7: Results of ANOVA table.

Col. number Factor DOF (𝑓) Sum of Sqrs. (𝑆) Variance (𝑉) 𝐹-ratio (𝐹) Pure sum (𝑆󸀠) Percent contribution 𝑃 (%)

1 𝐸 3 308775.687 102925.229 — 308775.687 14.418

2 𝑚 3 203893.687 67964.562 — 203893.687 9.52

3 𝐶 3 1138383.187 379461.062 — 1138383.187 53.156

4 𝜑 3 386871.687 128957.229 — 386871.687 18.064

5 𝜓 3 103635.187 34545.062 — 103635.187 4.839

Other/error 0

Total: 15 2141559.437 100.00%

Table 8: The best set of soil constitutive model parameters obtained
by systematic inverse analysis after performing sensitivity analysis
and removing the unimportant parameter.

𝐸 (kPa) 𝐶 (kPa) 𝜑 𝜓 𝑚 Err. fun.

60629 28 34.8 2 0.98 28

Table 9: The set of parameters obtained by direct method (experi-
mental method).

𝐸 (kPa) 𝐶 (kPa) 𝜑 𝜓 𝑚 Err. fun.

55000 35 32 2 0.5 75.30

be similar but they might be different from the point of B4.
Therefore, there was no specific reason for selection of point
B4, since the target was a presentation of the method.

Taguchi method was originally proposed to design exper-
iments. However, in this paper it was adopted to derive the
mechanical parameters of a soil through systematic inverse
analyses. On the other hand, GA is an optimization technique
which was utilized here to obtain the optimum parameters
fitting to an available soil test data. Though, the above two
methods are different tools in engineering and scientific
practice, in this paper they were utilized for a single specific
application, that is, the calibration of a soil constitutive model.

Accordingly, the comparison achieved in the paper between
Taguchi and GA methods is only attributed to the precision
of the results and the number of analyses needed in each
method. In addition, giving the relative significance of each
mechanical parameter in soil constitutive model is another
ability of the method based on Taguchi approach.

The results of obtained parameters (Table 8) and its
corresponding Figure 9 have been obtained only through the
Taguchi method without any need to GA. In the first cycle of
Taguchi method, 5 soil parameters were selected (5 factors).
However, since one of those parameters (𝜓) observed to have
little significance respect to the others, it was decided to
assign it a constant value (𝜓 = 2∘) and run the second cycle of
Taguchi with only 4 parameters. For this study, in each cycle
of Taguchi method 16 analyses have been carried out based on
orthogonal arrays of L16 (or M16). Table 4 presents the level
of every factor (parameter) for each of 16 analyses. The values
of factors in each of the 16 tests (analyses) were presented in
Table 6. Thus, there is no need for GA in this approach.

Taguchi method is a systematic approach for designing
experiments which investigates how different parameters
affect the mean and variance of a process performance
characteristic. However, it is very important to determine the
most important parameters (factors) governing the process
since the total number of parameters involving the process
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Table 10: Comparison of used methods.

Direct method GA Taguchi

Error function (kPa) 75 21.8 28

Number of analyses 1 496 16

Importance of parameters NA NA ✓
might be high. In addition, the variation range of each
parameter should be introduced as much as limited in order
to define minimum number of levels. These considerations
may need some experiences and, without such information,
the method may not be effective and useful. Having a large
number of parameters (factors) with a wide range of variation
for each parameter tends to select the orthogonal arrays with
numerous tests. This will be time consuming and expensive
from computational costs point of view.

Regarding the ability of the method to be applied on other
tests or constitutive behaviors, it can be useful to say that
we have already utilized the method in order to extract the
Mohr-Coulomb perfect plastic parameters of soil from the
results of pile load tests [23]. In another research, the HS
constitutive parameters of rock masses in site of “Siah-bisheh”
were estimated from the monitoring results of powerhouse
cavern [24].

7. Conclusions

In this research, a systematic inverse analysis approach is
introduced for calibration of soil constitutive models. The
capability of this method has been shown in the case of
calibrating HS constitutive model for “Le Rheu” soil in
pressuremeter stress path. The benefits of using this method
are being able to be used for many laboratory or field tests,
and also constitutive models, giving the whole parameters
simultaneously, automatic procedure of calibration with least
interpretation, and considering overall soil behavior (i.e.,
behavior at every point in stress-strain path).

The Taguchi method is a useful tool for parametric
analysis which can be beneficial in geotechnical engineering
due to its relatively high precision and low time consumption.
Furthermore, the significance of the parameters can be
evaluated quantitatively using the Taguchi method. In the
current research, it was exhibited that the parameters of soil
cohesion and internal friction angle have the most influence
on the hardening soil elastoplastic constitutive model and
the dilatancy angle has the least influence. This conclusion is
probably valid only for clayey sand located in Le Rheu site. For
granular soils with large size grains such as gravels in which
the dilatancy angle is large, it is possibly expected to observe
more contribution of dilatancy.

As illustrated in Tables 2, 8, and 9, based on the error
function values and the calculation time, it is obvious that
the Taguchi method is faster than both direct method and
the single GA and more precise than the direct method. The
results obtained from the Taguchi method are close to the
GA, but with less computational time. As shown in Table 10,
an error function of 21.8 was achieved with 496 analyses of
the GA method. The direct method gave an error function of

75.3 with a very low precision. However, an error function of
28 was concluded with mere 16 analyses, using the Taguchi
method. Hence, it is obvious that the Taguchi method is a
cheap and fast method to gain acceptable results.
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[12] S. Levasseur, Y. Malécot, M. Boulon, and E. Flavigny, “Soil para-
meter identification using a genetic algorithm,” International
Journal for Numerical and Analytical Methods in Geomechanics,
vol. 32, no. 2, pp. 189–213, 2008.

[13] R. K. Roy, A Primer on the Taguchi Method, Van Nostrand Rein
hold, New York, NY, USA, 1990.

[14] P. J. Ross,Taguchi Techniques for Quality Engineering: Loss Func-
tion, Orthogonal Experiments, Parameter and Tolerance Design,
McGraw-Hill, New York, NY, USA edition, 1996.

[15] K. Balaraman, S. Mukherjee, A. Chawla, and R. Malhotra,
Inverse Finite Element Characterization of Soft Tissues Using
Impact Experiments and Taguchi Method, SAE International,
2005.

[16] R. K. . Roy, Design of Experiments Using the Taguchi Approach:
16 Steps to Product and Process Improvement, Wiley, New York,
NY, USA, 2001.

[17] B. G. Clarke, Pressuremeters in Geotechnical Design, Blackie
Academic and Professional, an Imprint of Chapman and Hall,
1st edition, 1995.

[18] F. Baguelin, J. F. Jezequel, and D. H. Shields, The Pressuremeter
and Foundation Engineering, Trans Tech, Clausthal, Germany,
1978.



Journal of Applied Mathematics 11

[19] Simulation of the Menard Pressuremeter Test Using the F.E.M
Method, Ecole Centrale, Paris, France, 1997.

[20] “Standard test method for pressuremeter testing in soils,” ASTM
Standard D4719-87, 1988.

[21] Z. Yang and A. Elgamal, “Application of unconstrained opti-
mization and sensitivity analysis to calibration of a soil constitu-
tive model,” International Journal for Numerical and Analytical
Methods in Geomechanics, vol. 27, no. 15, pp. 1277–1297, 2003.

[22] N. Dien, F. Jean-Marie, and M. Arezou, “Identification of para-
meters and validation of Hujeux model for a coarse soil,” Lab-
oratory of Soil, Structure and Material Mechanics CNRS UMR
8579, Ecole Centrale, Paris, France.

[23] M. Yazdani and P. Ghahremani, “Determination of bearing
capacity for piles using systematic numerical analyses of pile
load testing based on Taguchi method,” Civil Engineering Sharif
Journal, vol. 28-2, no. 4, pp. 39–51, 2013.

[24] A. Majnouni, Estimation of rock mass parameters in Siah-Bisheh
powerhouse cavern using Taguchi method [M.S. thesis], Tarbiat
Modares University, Tehran, Iran, 2012.



Hindawi Publishing Corporation
Journal of Applied Mathematics
Volume 2013, Article ID 269594, 9 pages
http://dx.doi.org/10.1155/2013/269594

Research Article

Steering Parameters for Rock Grouting

Gunnar Gustafson, Johan Claesson, and Åsa Fransson

School of Civil Engineering, Chalmers University of Technology, 41296 Gothenburg, Sweden

Correspondence should be addressed to Åsa Fransson; asa.fransson@chalmers.se
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In Swedish tunnel grouting practice normally a fan of boreholes is drilled ahead of the tunnel front where cement grout is injected
in order to create a low permeability zone around the tunnel. Demands on tunnel tightness have increased substantially in Sweden,
and this has led to a drastic increase of grouting costs. Based on the flow equations for a Bingham fluid, the penetration of grout as
a function of grouting time is calculated. This shows that the time scale of grouting in a borehole is only determined by grouting
overpressure and the rheological properties of the grout, thus parameters that the grouter can choose. Pressure, grout properties,
and the fracture aperture determine the maximum penetration of the grout. The smallest fracture aperture that requires to be sealed
thus also governs the effective borehole distance. Based on the identified parameters that define the grouting time-scale and grout
penetration, an effective design of grouting operations can be set up. The solution for time as a function of penetration depth is
obtained in a closed form for parallel and pipe flow. The new, more intricate, solution for the radial case is presented.

1. Introduction

In Swedish tunnelling pregrouting is normally used when
considered necessary for the reduction of groundwater
inflows. Cement grout, occasionally with plasticisers added,
is preferred for economical and environmental reasons.
Recently, the increased demands on tunnel tightness have led
to an approach to pregrouting where the whole tunnel is
systematically pregrouted according to a few predetermined
standard strategies. This has led to a massive increase of
performed grouting, and subsequently there is a strong need
for effective design methods and steering parameters for the
grouting activities.

In pregrouting a fan of boreholes is drilled around the
tunnel periphery ahead of the tunnel front, grout is injected
through the boreholes in order to create a low permeability
zone around the tunnel, and finally the tunnel is excavated by
the drill and blast method within the zone until the next cycle
starts with drilling of the grouting fan. Normally grouting
boreholes, 15–18 m long, are used which give 3-4 blasting
rounds per cycle.

Figure 1 shows the grouting fan and some fractures as a
background for the design problem. Through the borehole

grout is injected, which spreads through the fractures. At any
time the grout has penetrated a distance, 𝐼, from the borehole,
which is individual for each fracture. For a successful grout-
ing the penetration between the boreholes should bridge the
distance between the boreholes,𝐿, for water-bearing fractures
having a transmissivity, 𝑇, above a critical value determined
by their frequency and the demands on tunnel tightness.
Recent investigations of the transmissivity distributions of
fractures in Swedish Precambrian crystalline rocks [1–3] have
shown that only a small portion of the fractures and joints,

5–15% at a threshold level of 𝑇 = 10−9 m2/s, are pervious and
that the statistical distribution of the transmissivities of the
conductive fractures is approximately lognormal.

The transmissivity is coupled to the hydraulic aperture of
the fracture by the cubic law [4, 5]:

𝑇 = 𝜌𝑤𝑔𝑏312𝜇𝑤 , (1)

where 𝜇𝑤 is the viscosity, 𝜌𝑤 is the density of water, and 𝑏 is
the so-called hydraulic aperture of the fracture. The hydraulic
aperture determined by the cubic law has shown to be a good
estimate for the grouting aperture [6, 7].
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Figure 2: Grout penetrating a fracture.

From this it follows that in a borehole to be grouted, only
a few fractures are pervious and only a small number of these
contribute significantly to the groundwater flow through the
rock because of the large skewness of the transmissivity
distribution.

The normally used cement grouts can reasonably well be
characterised as Bingham fluids [8–10]. They are thus char-
acterised by a yield strength, 𝜏0, and a plastic viscosity 𝜇𝑔.
From the Bingham model it follows that flow can only take
place in the parts of the fluid where the internal shear stresses
exceed the yield strength. This means that a stiff plug is
formed in the centre of the flow channel surrounded by
plastic flow zones; see Figure 2. The advance of the grout
front ceases when the shear stresses at the walls of the fracture
equal the yield strength of the grout. A simple force balance
of the difference between the grouting and the resisting water
pressures, Δ𝑝 = 𝑝𝑔 − 𝑝𝑤, and the shear stress gives the
maximum grout penetration, 𝐼max, for a fracture of aperture𝑏 (e.g. [9, 11]):

𝐼max = Δ𝑝 ⋅ 𝑏2𝜏0 . (2)

The relevant design question is thus how to make sure that
the penetration length is long enough to bridge the distance
between the grouting boreholes for the critical fractures and
the length of time it takes to reach the maximum penetration
or a significant portion of it.

In order to obtain an analytical solution, the problem has
to be simplified. In particular, it is assumed that the aperture is
constant, not varying along the fracture. The grout properties
are assumed to be constant in time. These limitations should
be kept in mind when these analytical solutions are used.

2. Derivation of Equations,
Results, and Discussion

2.1. Grout Penetration. Let 𝐼(𝑡) be the position of the grout
front at time 𝑡, Figure 2. The velocity of grout, 𝑑𝐼/𝑑𝑡, moving
in a horizontal facture of aperture 𝑏 can according to Hässler
[9] be calculated as

𝑑𝐼𝑑𝑡 = −𝑑𝑝𝑑𝑥 ⋅ 𝑏212𝜇𝑔 [1 − 3 ⋅ 𝑍𝑏 + 4 ⋅ (𝑍𝑏 )
3] , (3)

where

𝑍 = 𝜏0 ⋅ 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 𝑑𝑝𝑑𝑥󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
−1, 𝑍 < 𝑏2 . (4)

Assuming parallel flow and a viscosity of the grout much
higher than for water, the pressure gradient can be simplified
to be 𝑑𝑝𝑑𝑥 = −Δ𝑝𝐼 . (5)

Equations (4), (5) and (2), give 2𝑍/𝑏 = 𝐼/𝐼max. The equation
for the relative penetration depth 𝐼𝐷 = 𝐼/𝐼max becomes from
(3) after simplifications

𝑑𝐼𝐷𝑑𝑡 = (𝜏0)26𝜇𝑔Δ𝑝 ⋅ 2 − 3𝐼𝐷 + (𝐼𝐷)
3

𝐼𝐷 ,
𝐼𝐷 = 𝐼𝐼max

= 2𝑍𝑏 .
(6)

We define the characteristic time 𝑡0 and the dimensionless
time 𝑡𝐷:

𝑡0 = 6𝜇𝑔Δ𝑝(𝜏0)2 , 𝑡𝐷 = 𝑡𝑡0 . (7)

Equation (6) gives the derivative 𝑑𝐼𝐷/𝑑𝑡𝐷. The derivative of𝑡𝐷 as a function of 𝐼𝐷 is

𝑑𝑡𝐷𝑑𝐼𝐷 = 𝐼𝐷2 − 3𝐼𝐷 + (𝐼𝐷)3 = 𝐼𝐷(2 + 𝐼𝐷) (1 − 𝐼𝐷)2 . (8)

The right-hand function of 𝐼𝐷 is the ratio between two
polynomials, which may be expanded in partial fractions.
These are readily integrated. We obtain the following explicit
equation for the 𝑡𝐷 as a function of 𝐼𝐷:

𝑡𝐷 = 𝐹1 (𝐼𝐷) , 𝐹1 (𝑠) = 𝑠3 (1 − 𝑠) + 29 ⋅ ln [2 (1 − s)2 + s
] .

(9)

It is straightforward to verify that derivative of (9) is given by
(8) and that 𝐼𝐷 = 0 for 𝑡𝐷 = 0.

A plot of 𝐼𝐷 = 𝐼/𝐼max as a function of 𝑡𝐷 = 𝑡/(6𝜇𝑔Δ𝑝/𝜏20 )
is shown in Figure 3.



Journal of Applied Mathematics 3

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

0.00001 0.0001 0.001 0.01 0.1 1 10 100

tD = t/t0

I D
=
I/
I m

ax

Figure 3: Relative penetration length as a function of dimensionless
time in horizontal fracture.

From (8) and Figure 3 some interesting observations can
be drawn.

(i) The relative penetration is not a function of the
fracture aperture, 𝑏. This means that the penetration
process has the same time scale for all fractures with
different apertures penetrated by a borehole.

(ii) The time scale is only a function of the grouting
pressure,Δ𝑝, and the grout properties,𝜇𝑔 and 𝜏0. Thus
the parameters are decided by choice of the grouter.

(iii) The time scale is determined by 𝑡0 = 6𝜇𝑔Δ𝑝/𝜏20 so
that at this grouting time about 80% of the possible
penetration length is reached in all fractures and after
5𝑡0 about 95% is reached. After that the growth is very
slow and the economy of continued injection could be
put in doubt.

2.2. Experimental Verification. A series of grouting exper-
iments were published by Håkansson [10]. He used thin
plastic pipes instead of a parallel slot for his experiments,
and several constitutive grout flow models were tested against
experimental data. As could be expected more complex
models could give better fit to data, but the Bingham model
gave adequate results especially in the light of its simplicity.

The velocity of grout moving in a pipe of radius 𝑟0 can be
calculated to be [10]

𝑑𝐼𝑑𝑡 = −𝑑𝑝𝑑𝑥 ⋅ (𝑟0)
2

8𝜇𝑔 [1 − 43 ⋅ 𝑍𝑝𝑟0 + 13 ⋅ (𝑍𝑝𝑟0 )
4] ,

𝑍𝑝 = 2𝜏0 ⋅ 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 𝑑𝑝𝑑𝑥󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
−1, 𝑍𝑝 < 𝑟0.

(10)

Here, 𝑍𝑝 is the radius of the plug flow in the pipe.
A force balance between the driving pressure, Δ𝑝, and

the resisting shear forces inside the pipe gives the maximum
grout penetration 𝐼max,𝑝:

𝐼max,𝑝 = Δ𝑝 ⋅ 𝑟02𝜏0 . (11)

Table 1: Experimental data for grout penetration, from Håkansson
[10].

Experiment 𝑟0 (m) Δ𝑝 (kPa) 𝜏0 (Pa) 𝜇𝑔 (Pa s) 𝐼max,𝑝 (m) 𝑡0 (s)

3 mm 0.0015 50 6.75 0.292 5.55 1922

4 mm 0.002 50 6.75 0.292 7.40 1922

Inserting (5) and (10), observing that 𝑑𝑥/𝑑𝑡 = 𝑑𝐼/𝑑𝑡, and
using the relative penetration depth 𝐼𝐷,𝑝 = 𝐼/𝐼max,𝑝 give after
simplifications:

𝑑𝐼𝐷,𝑝𝑑𝑡 = (𝜏0)26𝜇𝑔Δ𝑝 ⋅ 3 − 4𝐼𝐷,𝑝 + (𝐼𝐷,𝑝)
4

𝐼𝐷,𝑝 ,
𝐼𝐷,𝑝 = 𝐼𝐼max,𝑝

. (12)

Inserting 𝑡𝐷 = 𝑡/(6𝜇𝑔Δ𝑝/𝜏20 ), the previous equation gives the
derivative 𝑑𝐼𝐷,𝑟/𝑑𝑡𝐷. The derivative of 𝑡𝐷 as a function of 𝐼𝐷,𝑝
is

𝑑𝑡𝐷𝑑𝐼𝐷,𝑝 = 𝐼𝐷,𝑝3 − 4𝐼𝐷,𝑝 + (𝐼𝐷,𝑝)4
= 𝐼𝐷,𝑝[1 − 𝐼𝐷,𝑝]2 [3 + 2𝐼𝐷,𝑝 + (𝐼𝐷,𝑝)2] .

(12󸀠)

This equation may with some difficulty be integrated. We
obtain the following explicit equation for the 𝑡𝐷 as a function
of 𝐼𝐷,𝑝:

𝑡𝐷 = 𝐹𝑝 (𝐼𝐷,𝑝) ,
𝐹𝑝 (𝑠) = 𝑠6 (1 − 𝑠) + 136 ⋅ ln[ 3(1 − s)23 + 2𝑠 + 𝑠2]

− 5√236 ⋅ arctan( 𝑠√2𝑠 + 3) .
(13)

A long, but straightforward calculation shows that the deriva-
tive satisfies (12). It is easy to see that 𝑡𝐷 = 0 for 𝐼𝐷,𝑝 = 𝑠 = 0.

In Håkansson [10] two grouting experiments in 3 and
4 mm pipes are reported. In Table 1, the relevant parameters
for the experiments are shown based on the reported data. In
Figure 4, a direct comparison between the function 𝐼𝐷,𝑝(𝑡𝐷)
and experimental data is shown.

The experimental data follow the theoretical function
extremely well up to a value of 𝑡𝐷 ≈ 2. It shall also be borne in
mind that the grout properties were taken directly from lab-
oratory tests and no curve fitting was made. Håkansson [10],
who assumed them to be a result from differences between
laboratory values and experiment conditions, also identified
the differences at the end of the curves. As predicted the𝐼𝐷,𝑟 − 𝑡𝐷-curves are almost identical for the two experiments.
Another striking fact is that more than 90% of the predicted
penetration is reached for 𝑡𝐷 ≈ 2.
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Figure 4: Comparison of grout penetration function in a pipe with
experimental data from Håkansson [10].
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Figure 5: Radial penetration of grout in a fracture.

2.3. Penetration in a Two-Dimensional Fracture. A more
realistic model of a fracture to grout is perhaps a pseudo-
plane with a system of conductive areas and flow channels [5].
If the transmissivity of the fracture is reasonably constant, a
parallel plate model with constant aperture b can approximate
it. If it is grouted through a borehole, there will be a radial,
two-dimensional, flow of grout out from the borehole; see
Figure 5. In reality, however, the flow will as for flow of water
from a borehole be something in between a system of one-
dimensional channels and radial flow [12].

Equations (3) and (4) give the grout flow in the plane case.
The grout flow velocity is constant (in 𝑥) and equal to the
front velocity 𝑑𝐼/𝑑𝑡. In the radial case we replace 𝑥 by 𝑟. The
grout flow velocity V𝑔 (m/s) decreases as 1/𝑟, [16]. Let 𝑟𝑏 be
the radius of the injection borehole, and let 𝑟𝑏+𝐼 be the radius
of the grout injection front at any particular time 𝑡. We have

V𝑔 = −𝑑𝑝𝑑𝑟 ⋅ 𝑏212𝜇𝑔 [1 − 3 ⋅ 𝑍𝑏 + 4 ⋅ (𝑍𝑏 )
3] , 𝑟𝑏 ≤ 𝑟 ≤ 𝑟𝑏 + 𝐼,

(14)

where

𝑍 = 𝜏0 ⋅ 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝑑𝑝𝑑𝑟 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
−1, 𝑍 < 𝑏2 . (15)

Let the grout injection rate be 𝑄(m3/s). The total grout flow
is the same for all 𝑟:

𝑄 = 2𝜋𝑟𝑏 ⋅ V𝑔, 𝑟𝑏 ≤ 𝑟 ≤ 𝑟𝑏 + 𝐼. (16)

Combing (14) and (16), we get after some calculation the
following implicit differential equation for the pressure as a
function of the radius:6𝜇𝑔𝑄𝜋𝑏2𝜏0 ⋅ 1𝑟 = 𝑠 ⋅ [2 − 3 ⋅ 𝑠−1 + 𝑠−3] ,

𝑠 = 𝑏2𝑍 = 𝑏2𝜏0 ⋅
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝑑𝑝𝑑𝑟 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

(17)

or

𝑟 = 2𝜇𝑔𝑄𝜋𝑏2𝜏0 ⋅ 3𝑠22𝑠3 − 3𝑠2 + 1 , 𝑠 = − 𝑏2𝜏0 ⋅ 𝑑𝑝𝑑𝑟 ,𝑟𝑏 ≤ 𝑟 ≤ 𝑟𝑏 + 𝐼. (18)

The injection excess pressure is Δ𝑝. We have the boundary
condition

𝑝 (𝑟𝑏) − 𝑝 (𝑟𝑏 + 𝐼) = Δ𝑝. (19)

Here, we neglect a pressure fall in the ground water, since the
viscosity of grout is much larger than that of water.

The solution 𝑝(𝑟) of (18)-(19) has the front position 𝐼
as parameter. The value of 𝑄 has to be adjusted so that the
pressure difference Δ𝑝 is obtained in accordance with (19).
The front position 𝐼 = 𝐼(𝑡) increases with time. The flow
velocity at the grout front 𝑟 = 𝑟𝑏 + 𝐼(𝑡) is equal to the time
derivative of 𝐼(𝑡). We have from (16)

𝑄 (𝐼) = 2𝜋𝑏 ⋅ [𝑟𝑏 + 𝐼 (𝑡)] ⋅ 𝑑𝐼𝑑𝑡 , 𝐼 (0) = 0. (20)

This equation determines the motion of the grout front. It
depends on the required grout injection rate 𝑄(𝐼), which is
obtained from the solution of (18)-(19) for each front position𝐼.

The solution for radial grout flow is much more compli-
cated than for the plain case and the pipe case. We must first
solve the implicit differential equation for 𝑝(𝑟). This involves
the solution of a cubic equation in order to get the derivative𝑑𝑝/𝑑𝑟 and an intricate integration in order to get 𝑝(𝑟). From
the solution, we get the required grout flux for any front
position 𝐼.

With known function 𝑄(𝐼), we may determine the
motion of the grout front from (20) by integration.

The front position 𝐼 increases from zero at 𝑡 = 0 to a
maximum value for infinite time. Then the flux 𝑄 must be
zero. Equation (18) gives 𝑄 = 0 for 𝑠 = 1. Then we have a
linear pressure variation:

𝑄 = 0, 𝑠 = 1 󳨐⇒ −𝑑𝑝𝑑𝑟 = 2𝜏0𝑏 󳨐⇒ 𝑝 = 𝐾 − 2𝜏0𝑏 ⋅ 𝑟.
(21)



Journal of Applied Mathematics 5

Here, 𝐾 is a constant. The boundary condition (19) deter-
mines the maximum value of 𝐼:
𝑝 (𝑟𝑏) − 𝑝 (𝑟𝑏 + 𝐼max)

= 2𝜏0𝑏 ⋅ (−𝑟𝑏 + 𝑟𝑏 + 𝐼max) = Δ𝑝 󳨐⇒ 𝐼max = 𝑏Δ𝑝2𝜏0 . (22)

We get the same value (2) as in the plain case.
The complete solution in the radial case involves the

following constants:

𝐼max = 𝑏Δ𝑝2𝜏0 , 𝛾 = 𝐼max𝑟𝑏 = 𝑏Δ𝑝2𝑟𝑏𝜏0 ,
𝑡0 = 6𝜇𝑔Δ𝑝(𝜏0)2 , 𝑄0 = 6𝜋𝑏(𝐼max)2𝑡0 = 𝜋𝑏3Δ𝑝4𝜇𝑔 . (23)

2.4. Solution for the Pressure. In the dimensionless solution
for the pressure, we use the borehole radius as scaling length:

𝑟󸀠 = 𝑟𝑟𝑏 , 𝐼󸀠 = 𝐼𝑟𝑏 , 𝑟𝑏 ≤ 𝑟 ≤ 𝑟𝑏 + 𝐼 ⇐⇒ 1 ≤ 𝑟󸀠 ≤ 1 + 𝐼󸀠.
(24)

The pressure is scaled by Δ𝑝/𝛾. The variable 𝑠 for the deriv-
ative of the pressure in (18) becomes

𝑝󸀠 = 𝛾 ⋅ (𝑝 − 𝑝𝑤)Δ𝑝 󳨐⇒ 𝑠 = 𝑏2𝜏0 ⋅ (−𝑑𝑝𝑑𝑟)
= −𝑏Δ𝑝/𝛾2𝜏0𝑟𝑏 ⋅ 𝑑𝑝󸀠𝑑𝑟󸀠 = −𝑑𝑝󸀠𝑑𝑟󸀠 .

(25)

The dimensionless form of (18)-(19) becomes after some
recalculations

𝑟󸀠 = 𝑄󸀠 ⋅ 𝑔 (−𝑑𝑝󸀠𝑑𝑟󸀠 ) , 𝑔 (𝑠) = 3𝑠22𝑠3 − 3𝑠2 + 1 ,
𝑄󸀠 = 2𝜇𝑔𝑄𝜋𝑏2𝜏0𝑟𝑏 , 𝑝󸀠 (1) − 𝑝󸀠 (1 + 𝐼󸀠) = 𝛾,

1 ≤ 𝑟󸀠 ≤ 1 + 𝐼󸀠.
(26)

This is the basic equation to solve for the pressure distribu-
tion. It is to be solved for 0 < 𝐼󸀠 < 𝛾 for positive values of the
parameter 𝛾.

The solution is derived in detail in [14]. A brief derivation
is presented in the appendix. The dimensionless pressure is
given by

𝑝󸀠 (𝑟󸀠) = 𝛾 − 𝑄󸀠 ⋅ [𝐺 (𝑄󸀠) − 𝐺(𝑄󸀠𝑟󸀠 )] , 1 ≤ 𝑟󸀠 ≤ 1 + 𝐼󸀠.
(27)

The composite function 𝐺(𝑞), which is used for 𝑞 = 𝑄󸀠 and𝑞 = 𝑄󸀠/𝑟󸀠, is defined by

𝐺 (𝑞) = 𝐺 (𝑠 (𝑞)) ,
𝑠 (𝑞) = 12√1 + 𝑞 ⋅ sin {(1/3) ⋅ arcsin [(1 + 𝑞)−1.5]} ,
𝐺 (𝑠) = 43 ⋅ ln (𝑠 − 1) + 16 ⋅ ln (2𝑠 + 1) − 1𝑠 − 1

− 3𝑠3(2𝑠 + 1) (𝑠 − 1)2 .
(28)

The function 𝑠(𝑞) is the root to the cubic equation 𝑞 ⋅ 𝑔(𝑠) = 1
for 𝑠 > 1. The function 𝐺(𝑠) is an integral of 𝑠 ⋅ 𝑑𝑔/𝑑𝑠.

The value of the factor𝑄󸀠 has to be chosen so that the total
pressure difference corresponds to the injection pressure,
(26). This gives

𝛾 = 𝑄󸀠 ⋅ [𝐺 (𝑄󸀠) − 𝐺( 𝑄󸀠1 + 𝐼󸀠)] . (29)

This equation determines 𝑄󸀠 as a function of 𝐼󸀠 and 𝛾:

𝑄󸀠 = 𝑓󸀠 (𝐼󸀠, 𝛾) , 0 ≤ 𝐼󸀠 ≤ 𝛾, 𝛾 > 0. (30)

The value of𝑄󸀠 for 𝐼󸀠 = 𝛾 is zero in accordance with (21)-(22):𝑓󸀠(𝛾, 𝛾) = 0.

2.5. Motion of Grout Front. In the dimensionless formulation
of the equation for the motion of the grout front, we use 𝐼max
as scaling length. We also use 𝑄0 and 𝑡0 from (23)

𝐼𝐷 = 𝐼𝐼max
, 𝐼󸀠 = 𝛾𝐼𝐷,

𝑄𝐷 = 𝑄𝑄0 , 𝑡𝐷 = 𝑡𝑡0 .
(31)

The grout flux becomes from (23) and (26)

𝑄0𝛾 = 𝜋𝑏2𝜏0𝑟𝑏2𝜇𝑔 󳨐⇒ 𝑄 = 𝑄0𝛾 ⋅ 𝑓󸀠 (𝐼󸀠, 𝛾) = 𝑄0 ⋅ 𝑄𝐷 (𝐼𝐷, 𝛾) .
(32)

The dimensionless grout flux is then

𝑄𝐷 (𝐼𝐷, 𝛾) = 𝑓󸀠 (𝛾𝐼𝐷, 𝛾)𝛾 , 0 ≤ 𝐼𝐷 ≤ 1. (33)

The dimensionless equation for the front motion is now from
(32), (20), (31), and (23)

𝑄0𝛾 ⋅ 𝑓󸀠 (𝛾𝐼𝐷, 𝛾) = 2𝜋𝑏 ⋅ (𝐼max)2𝑡0 ⋅ (1𝛾 + 𝐼𝐷) ⋅ 𝑑𝐼𝐷𝑑𝑡𝐷
or

𝑑𝑡𝐷𝑑𝐼𝐷 = 𝛾3 ⋅ 1/𝛾 + 𝐼𝐷𝑓 (𝛾𝐼𝐷, 𝛾) .
(34)
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Figure 6: Grout penetration function 𝐼𝐷 = 𝐼𝐷(𝑡𝐷, 𝛾) for radial flow.

By integration we get the time 𝑡𝐷 = 𝑡/𝑡0 as an integral in 𝐼𝐷:

𝑡𝐷 = 13 ⋅ ∫𝐼𝐷0 1 + 𝛾𝐼󸀠𝐷𝑓 (𝛾𝐼󸀠𝐷, 𝛾)𝑑𝐼󸀠𝐷, 0 ≤ 𝐼𝐷 < 1. (35)

We get 𝑡𝐷 as a function of the grout front position 𝐼𝐷.
Also in this case the inverse function describes the relative
penetration as a function of the dimensionless grouting time.
Figure 6 shows this relation for a few 𝛾-values.

A comparison of Figures 3, 4, and 6 shows that the curves
for 𝐼𝐷(𝑡𝐷) are similar for the three flow cases. The main dif-
ference to parallel flow is that penetration is somewhat slower
for the radial case. Around 80% of maximum penetration
is reached after 3𝑡0 and to reach 90% takes about 7𝑡0. The
principle is, however, the same and the curves could be used
in the same way.

2.6. Injected Volume of Grout. The injected volume of grout
as a function of time is of interest. The volume is

𝑉𝑔 (𝑡) = 𝜋𝑏 [(𝑟𝑏 + 𝐼 (𝑡))2 − (𝑟𝑏)2]
= 𝜋𝑏𝐼(𝑡)2 ⋅ [1 + 2𝑟𝑏𝐼 (𝑡)] . (36)

Let 𝑉𝑔,max be maximum injection volume and 𝑉𝐷 the dimen-
sionless volume of injected grout:

𝑉𝐷 = 𝑉𝑔𝑉𝑔,max
, 𝑉𝑔,max = 𝜋𝑏(𝐼max)2 ⋅ [1 + 2𝛾] . (36󸀠)

Then we get, using (31), (24), (23), and the relation (35)
between 𝐼𝐷 and 𝑡𝐷,

𝑉𝐷 (𝑡𝐷, 𝛾) = (𝐼𝐷)2 ⋅ 1 + 2/ (𝛾𝐼𝐷)1 + 2/𝛾 , 𝐼𝐷 = 𝐼𝐷 (𝑡𝐷, 𝛾) . (37)

Equations presented in this paper have been used in
Gustafson and Stille [15] when considering stop criteria for
grouting. Grouting projects where estimates of penetration

length have been made are, for example, [13, 15, 16]. Penetra-
tion length has also been a key to presenting a concept for
estimation of deformation and stiffness of fractures based on
grouting data [13]. In addition to grouting of tunnels, theories
have also been applied for grouting of dams [18].

3. Conclusions

The theoretical investigation of grout spread in one-
dimensional conduits and radial spread in plane parallel frac-
tures have shown very similar behavior for all the investigated
cases. The penetration, 𝐼, can be described as a product of
the maximum penetration, 𝐼max = Δ𝑝 ⋅ 𝜏0/2𝑏, and a time-
dependent scaling factor, 𝐼𝐷(𝑡𝐷), the relative penetration
length. HereΔ𝑝 is the driving pressure, 𝜏0 is the yield strength
of the grout, and 𝑏 is the aperture of the penetrated fracture.
The time factor or dimensionless grouting time, 𝑡𝐷 = 𝑡/𝑡0,
is the ratio between the actual grouting time, 𝑡, and a time

scaling factor, 𝑡0 = 6𝜇𝑔Δ𝑝/𝜏02, the characteristic grouting
time. Here 𝜇𝑔 is the Bingham viscosity of the grout. The
relative penetration depth has a value of 70–90% for 𝑡 = 𝑡0
and reaches a value of more than 90% for 𝑡 > 7𝑡0 for all
fractures.

From this a number of important conclusions can be
drawn.

(i) The relative penetration is the same in all fractures
that a grouted borehole cuts. This means that given
the same grout and pressure the grouting time should
be the same in high and low yielding boreholes in
order to get the same degree of tightening of all
fractures. This means that the tendency in practice to
grout for a shorter time in tight boreholes will give
poor results for sealing of fine fractures.

(ii) The maximum penetration is governed by the fracture
aperture and pressure and yield strength of the grout.
The latter are at the choice of the grouter.

(iii) The relative penetration, which governs much of the
final result, is determined by the grouting time.

(iv) The pressure and the grout properties determine the
desired grouting time. These are the choice of the
grouter alone.

(v) It is poor economy to grout for a longer time than
about 5𝑡0 since the growth of the penetration is very
slow for a time longer than that. On the other hand,
if the borehole takes significant amounts of grout
after 5𝑡0, there is reason to stop since it indicates
an unrestricted outflow of grout somewhere in the
system.

The significance of this for grouting design is as follows.

(i) The conventional stop criteria based on volume or
grout flow can be replaced by a minimum time cri-
terion based only on the parameters that the grouter
can chose, that is, grouting pressure and yield strength
of the grout.
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(ii) Based on an assessment of how fine fractures it
is necessary to seal, a maximum effective borehole
distance can be predicted given the pressure and the
properties of the grout.

(iii) The time needed for effective grouting operations can
be estimated with better accuracy.

(iv) In order to avoid unrestricted grout pumping also a
maximum grouting time can be given, where further
injection of grout will be unnecessary.

Appendix

Derivation of the Solution for the Pressure

We seek the solution 𝑝󸀠(𝑟󸀠) to (26):

𝑟󸀠 = 𝑄󸀠 ⋅ 𝑔 (−𝑑𝑝󸀠𝑑𝑟󸀠 ) , 1 ≤ 𝑟󸀠 ≤ 1 + 𝐼󸀠,
𝑔 (𝑠) = 3𝑠22𝑠3 − 3𝑠2 + 1 , 0 ≤ 𝐼󸀠 ≤ 𝛾. (A.1)

Here, 1 + 𝐼󸀠 is the position of the grout front. The parameter𝛾 is positive. Taking zero pressure at the grout front, the
boundary conditions for the dimensionless pressure become

𝑝󸀠 (1) = 𝛾, 𝑝󸀠 (1 + 𝐼󸀠) = 0. (A.2)

The dimensionless grout flux 𝑄󸀠 is to be chosen so that the
previous boundary conditions are fulfilled. The value of 𝑄󸀠
will depend on the front position 𝐼󸀠.
Solution in Parameter Form. In order to see more directly the
character of the equation, we make the following change of
notation:

𝑥 ←→ 𝑟󸀠, 𝑦 ←→ −𝑝󸀠, 𝑓 (𝑠) = 𝑄󸀠 ⋅ 𝑔 (𝑠) . (A.3)

The equation is then of the following type:

𝑥 = 𝑓(𝑑𝑦𝑑𝑥) . (A.4)

There is a general solution in a certain parameter form to
this type of implicit ordinary differential equation [19]. The
solution is

𝑥 (𝑠) = 𝑓 (𝑠) , 𝑦 (𝑠) = 𝑠 ⋅ 𝑓 (𝑠) − ∫𝑠 𝑓 (𝑠󸀠) 𝑑𝑠󸀠. (A.5)

We have to show that this is indeed the solution. We have𝑑𝑥𝑑𝑠 = 𝑑𝑓𝑑𝑠 , 𝑑𝑦𝑑𝑠 = 1 ⋅ 𝑓 (𝑠) + 𝑠 ⋅ 𝑑𝑓𝑑𝑠 − 𝑓 (𝑠) = 𝑠 ⋅ 𝑑𝑓𝑑𝑠 .
(A.6)

The ratio between these equations gives that 𝑠 is equal to the
derivative 𝑑𝑦/𝑑𝑥. We have𝑑𝑦𝑑𝑥 = 𝑑𝑦/𝑑𝑠𝑑𝑥/𝑑𝑠 = 𝑠 󳨐⇒ 𝑓(𝑑𝑦𝑑𝑥) = 𝑓 (𝑠) = 𝑥. (A.7)

The right-hand equation shows that (A.5) is the solution to
(A.4).

Explicit Solution. Applying this technique to (A.1), we get the
solution

𝑟󸀠 = 𝑄󸀠 ⋅ 𝑔 (𝑠) ,
−𝑝󸀠 (𝑠) = 𝑠 ⋅ 𝑄󸀠 ⋅ 𝑔 (𝑠) − 𝑄󸀠 ⋅ ∫𝑠 𝑔 (𝑠󸀠) 𝑑𝑠󸀠. (A.8)

We introduce the inverse to 𝑔(𝑠) in the following way:

1 = 𝑞 ⋅ 𝑔 (𝑠) ⇐⇒ 𝑠 = 𝑔−1 (1𝑞) = 𝑠 (𝑞) ⇐⇒ 1 = 𝑞 ⋅ 𝑔 (𝑠 (𝑞)) .
(A.9)

The pressure with a free constant𝐾 for the pressure level may
now be written as

𝑝󸀠 (𝑠) = 𝑄󸀠 ⋅ 𝐺 (𝑠) + 𝐾, 𝐺 (𝑠) = ∫𝑠 𝑔 (𝑠󸀠) 𝑑𝑠󸀠 − 𝑠 ⋅ 𝑔 (𝑠) .
(A.10)

The solution is then from (A.8)–(A.10) (with 𝑞 = 𝑄󸀠/𝑟󸀠)
𝑝󸀠 (𝑠) = 𝑄󸀠 ⋅ 𝐺 (𝑠) + 𝐾, 𝑠 = 𝑠 (𝑄󸀠𝑟󸀠 ) (A.11)

or, introducing the composite function 𝐺(𝑞),
𝐺 (𝑞) = 𝐺 (𝑠 (𝑞)) , 𝑝󸀠 (𝑟󸀠) = 𝑄󸀠 ⋅ 𝐺(𝑄󸀠𝑟󸀠 ) + 𝐾. (A.12)

The boundary condition (A.2) at 𝑟󸀠 = 1 is fulfilled for a certain
choice of 𝐾. The explicit solution is

𝑝󸀠 (𝑟󸀠) = 𝛾 − 𝑄󸀠 ⋅ [𝐺 (𝑄󸀠) − 𝐺(𝑄󸀠𝑟󸀠 )] , 1 ≤ 𝑟󸀠 ≤ 1 + 𝐼󸀠.
(A.13)

The other boundary condition (A.2) at 𝑟󸀠 = 1 + 𝐼󸀠 is fulfilled
when 𝑄󸀠 satisfies the equation

𝛾 = 𝑄󸀠 ⋅ [𝐺 (𝑄󸀠) − 𝐺( 𝑄󸀠1 + 𝐼󸀠)] . (A.14)

We note that the derivative −𝑑𝑝󸀠/𝑑𝑟󸀠 is given by 𝑠:
𝑠 = −𝑑𝑝󸀠𝑑𝑟󸀠 . (A.15)

The pressure derivative is equal to –1 for zero flux, (21) and
(25), in the final stagnant position 𝐼󸀠 = 𝛾. The magnitude
of this derivative is larger than 1 for all preceding positions𝐼󸀠 < 𝛾. This means that 𝑠 is larger than (or equal to) 1 in the
solution.

The Function 𝐺(𝑠). The solution (A.13) and the composite
function (A.12) involve the function 𝐺(𝑠) defined in (A.10)
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and (A.1). The integral of 𝑔(𝑠) is obtained from an expansion
in partial fractions. We have

𝑔 (𝑠) = 3𝑠22𝑠3 − 3𝑠2 + 1 = 3𝑠2(2𝑠 + 1) (𝑠 − 1)2
= 13 ⋅ 12𝑠 + 1 + 43 ⋅ 1𝑠 − 1 + 1(𝑠 − 1)2 .

(A.16)

The integral of 𝑔(𝑠) is readily determined. The function 𝐺(𝑠)
becomes from (A.10) and (A.16)

𝐺 (𝑠) = 16 ⋅ ln (2𝑠 + 1) + 43 ⋅ ln (𝑠 − 1) − 1𝑠 − 1
− 3𝑠32𝑠3 − 3𝑠2 + 1 , 𝑠 > 1. (A.17)

We will use the function for 1 < 𝑠 < ∞.

The Inverse 𝑠(𝑞). The inverse (A.9) is, for any 𝑞 ≥ 0, the
solution of the cubic equation2𝑠3 − 3𝑠2 + 1 = 3𝑞𝑠2. (A.18)

The solution is reported in detail in [14]. The cubic equation
has three real-valued solutions for positive 𝑞-values, one of
which is larger than 1 (for 𝑞 = 0 there is a double root 𝑠 = 1
and a third root 𝑠 = −0.5, (A.16)). We need the solution 𝑠 > 1.
It is given by

𝑠 (𝑞) = 12√1 + 𝑞 ⋅ sin {(1/3) ⋅ arcsin [(1 + 𝑞)−1.5]} , 𝑞 ≥ 0.
(A.19)

A plot shows that 𝑠(𝑞) is an increasing function from 𝑠(0) = 1
for 𝑞 ≥ 0. It has the asymptote 1.5 ⋅ (1 + 𝑞) for large 𝑞.

We will show that (A.19) is the inverse. We use the
notations

𝑠 (𝑞) = 𝑠 = 12√1 + 𝑞 ⋅ sin (𝜙/3) ,
𝜙 = arcsin [(1 + 𝑞)−1.5] . (A.20)

In (A.18), we put 3𝑞𝑠2 on the left-hand side, divide by 𝑠3, and
insert 𝑠 = 𝑠(𝑞) from (A.20). Then we have

(1𝑠 )3 − 3 (1 + 𝑞) ⋅ 1𝑠 + 2
= (2√1 + 𝑞 ⋅ sin(𝜙3))3 − 3 (1 + 𝑞) ⋅ 2√1 + 𝑞 ⋅ sin(𝜙3) + 2
= 2 − 2 ⋅ (1 + 𝑞)1.5 ⋅ [3 ⋅ sin(𝜙3) − 4 ⋅ sin3 (𝜙3)]
= 2 − 2 ⋅ (1 + 𝑞)1.5 ⋅ sin (𝜙)
= 2 − 2 ⋅ (1 + 𝑞)1.5 ⋅ (1 + 𝑞)−1.5= 0.

(A.21)

On the third line we use a well-known trigonometric formula
relating sin(𝜙/3) to sin(𝜙). We have shown that (A.19) is the
inverse.

Symbols and Units

𝑏 (m): Fracture aperture𝐼 (m): Penetration length of injected grout𝐼max (m): Maximum penetration length of grout𝐼max,𝑝 (m): Maximum penetration length of grout in a
pipe𝐼󸀠 (—): Ratio between penetration and borehole
radius𝐼𝐷 (—): Relative penetration length𝐼𝐷,𝑝 (—): Relative penetration length in a pipe𝐿 (m): Distance between grouting boreholes𝑝 (Pa): Pressure𝑝𝐷 (—): Dimensionless pressure𝑝𝑔 (Pa): Grout pressure𝑝𝑤 (Pa): Water pressure𝑄 (m3/s): Grout injection flow rate𝑟 (m): Pipe radius, radial distance from borehole
centre𝑟𝑏 (m): Borehole radius𝑟𝐷 (—): Dimensionless radius𝑟𝑝 (m): Grout plug radius𝑟0 (m): Pipe radius𝑟󸀠 (—): Ratio between distance from borehole centre
and borehole radius𝑇 (m2/s): Transmissivity𝑡 (s): Grouting time𝑡0 (s): Characteristic grouting time𝑡𝐷 (—): Dimensionless grouting time𝑉𝑔 (m3): Injected volume of grout𝑉max (m3): Maximum grout volume in a fracture𝑉𝐷 (—): Dimensionless grout volume𝑥 (m): Length coordinate𝑍 (—): Bingham half-plug thickness𝛾 (—): Ratio between maximum penetration and
borehole radiusΔ𝑝 (Pa): Driving pressure for grout𝜇𝑔 (Pas): Plastic viscosity of grout𝜇𝑤 (Pas): Viscosity of water𝜌𝑤 (kg/m3): Density of water𝜏0 (Pa): Yield strength of grout.
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[3] Å. Fransson, “Nonparametric method for transmissivity distri-
butions along boreholes,” Ground Water, vol. 40, no. 2, pp. 201–
204, 2002.

[4] D. T. Snow, “The frequency and apertures of fractures in rock,”
International Journal of RockMechanics andMining Sciences and
Geomechanics Abstracts, vol. 7, no. 1, pp. 23–40, 1970.

[5] R. W. Zimmerman and G. S. Bodvarsson, “Hydraulic conduc-
tivity of rock fractures,” Transport in Porous Media, vol. 23, no.
1, pp. 1–30, 1996.
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A theoretical model is developed for describing the strength property of unsaturated soils. The model is able to predict conveniently
the strength changes of unsaturated soils undergoing repeated changes of water content. Suction stress is adopted in the new model
in order to get the sound form of effective stress for unsaturated soils. The shear strength of unsaturated soils is dependent on its
soil-moisture state based on the results of shear experiments. Hence, the parameters of this model are related tightly to hydraulic
properties of unsaturated soils and the strength parameters of saturated soils. The predictive curves by the new model are coincident
with experimental data that underwent single drying and drying/wetting cycle paths. Hence, hysteretic effect in the strength analysis
is necessary to be considered to predict the change of shear strength of unsaturated soils that underwent drying/wetting cycles. Once
the new model is used to predict the change of shear strength, lots of time could be saved due to avoiding heavy and complicated
strength tests of unsaturated soils. Especially, the model can be suitable to evaluate the shear strength change of unsaturated soils
and the stability of slopes experienced the drying/wetting cycles.

1. Introduction

The change of soil strength is very important to evaluate
the stability of slopes and road embankment. In this case,
the strength model of unsaturated soils is always concerned
in geotechnical engineering. Until now, many researchers
have shown that the shear strength of unsaturated soils
was tightly related to soil-moisture state [1–3]. The strength
of unsaturated soils will increase or decrease during the
intermittent precipitation and fluctuant water tables [4, 5].
Hence, a new model should be necessarily developed, in
which the change of soil strength can be reasonably predicted
under the repeated change of water content. The model will
be critical to analyze these problems that soil slopes become
destabilized during the intermittent rainfall process.

The theoretical model for shear strength of unsaturated
soils is generally developed based on the concept of effective
stress, which is similar to the equation of shear strength of
saturated soils. There are two types of description for effective
stress of unsaturated soils that are prevalent in the literature.
One type bases on the single stress variable [6] and the other

on the double stress variable [7]. The equations of shear
strength are given in Formulas (1) and (2), respectively, as
follows:

𝜏 = 𝑐󸀠 + [𝜎 − 𝑝𝑁 + 𝜒 (𝑝𝑁 − 𝑝𝑊)] tan𝜑󸀠, (1)

𝜏 = 𝑐󸀠 + (𝜎 − 𝑝𝑁) tan𝜑󸀠 + (𝑝𝑁 − 𝑝𝑊) tan𝜙𝑏, (2)

where 𝜏 is the shear strength; 𝑐󸀠 is the cohesion at the
saturated state; 𝜎 is the normal total stress; 𝜑󸀠 is the effective

internal friction angle; and 𝑝𝑁 and 𝑝𝑊 are the pore air
pressure and pore water pressure, respectively. There are two

parameters 𝜒 and 𝜙𝑏 in Formulas (1) and (2) which cause the
difference of strength equations in form between saturated

soils and unsaturated soils. 𝜒(𝑝𝑁 − 𝑝𝑊) tan𝜑󸀠 and (𝑝𝑁 −𝑝𝑊) tan𝜙𝑏 are the change of shear strength arising by the
change of matric suction (water content) in unsaturated soils.
On the one hand, 𝜒 in single stress variable framework will
change with the degree of saturation 𝑆𝑟. But the results of
some experiments show that the relationship is not unique
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between 𝜒 and 𝑆𝑟 [1, 8]. 𝜒 is strongly depended on the soil
structure and soil-moisture state. On the other hand, the
definition of the two-state variable exists some confusion
in the scales from the view of continuum mechanics [9].
Normal stress loads on the skeleton of soils, but matric
suction stresses on the air-water interface. Unfortunately,
the two stress state variables are treated as stress variables
acting on the representative elementary volume for the soils

(REV). In Formula (2), the relationship of 𝜙𝑏 and matric

suction 𝑠𝑐 (𝑠𝑐 = 𝑝𝑁 − 𝑝𝑊) is nonlinear for the same soil
[10]. And the functional relation is different for each type

of soil between 𝜙𝑏 and 𝑠𝑐. Vanapalli et al. [10] proposed an

empirical relation for calculating 𝜙𝑏 based on experiments
of unsaturated soils. Khalili and Khabbaz [11] and Kayadelen
et al. [12] gave different strength models based on the analysis
of effective stress, respectively. Other forms of strength model
are also found in the literature [13–15].

Although the existing models of shear strength have
been used to analyze the geotechnical problems by many
researchers, some problems may come out in practical appli-

cation. Firstly, the parameters 𝜒 and 𝜙𝑏 in these formulas are
not easy to be directly determined through the experiments
of unsaturated soils. Secondly, the physical basis of these
formulas is not definite. Hence, it could be suitable for some
soils, but it is difficult to be adapted for other soils under
different soil-moisture conditions. Thirdly, matric suction is
one of the main variables in the expression of soil strength.
There are some difficulty questions in the measurement of
matric suction, which limit the development of experimental
technology in laboratory and field conditions, such as cav-
itation phenomenon [16]. The application of these models
is perhaps not reasonable to evaluate some problems in the
field. Last but not least, most of the equations were limited
to be used under only the drying process of unsaturated
soils. But the strength characteristics of unsaturated soils are
different which underwent the drying and wetting processes
due to the existent of hysteretic effect at varying water content
conditions [17].

Focusing on these problems of the existing shear strength
models, a new model will be developed to describe the
strength property of unsaturated soils. A conception of
suction stress is introduced in order to modify the formula
of effective stress of unsaturated soils. Based on the modified
formula of effective stress, the formula of shear strength can
be obtained using Mohr-Coulomb’s theory. Shear strength
envelope of unsaturated soils is unique on the plane with
modified effective stress and shear strength at different matric
suction or water content states. Then the soil-water retention
curve is used to replace empirical parameters 𝜒 and 𝜙𝑏.
Therefore, the strength of unsaturated soils can be predicted
by the measurement of water content, which is easy to be
determined both in the laboratory and field. In order to
explore the strength property of unsaturated soils that under-
went drying/wetting cycles, the hysteretic model (ISVH) [18]
is introduced. The new model is able to simulate the strength
evolution of unsaturated soils under repeated hydraulic paths.
Lastly the predictive results from the model are compared
with experimental data.

M odi ed SSCCSSCC

M C-FE under saturated state

M C-FE under unsaturated state

pN − pW

n

1

2
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c

S0

S1
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Figure 1: Suction stress characteristic curve from Mohr-Coulomb
failure envelopes.

2. The Concept of Suction Stress and
Suction Strength

2.1.The Concept of Suction Stress. Based on the analysis of the
composites of microscopic forces in details, Lu and Likos [19]
defined suction stress which is the macroscopic expression
of different interactions in microscale (such as physical-
chemical force, van der Waals force, electrical double-layer
repulsion, and surface tension). The theoretical basis of the
suction stress has been discussed by Lu and Likos [19]. Here,
the method for obtaining suction stress is given from direct
shear test and triaxial shear test of unsaturated soils. Tradi-
tionally, the data of shear strength under different normal
stresses are plotted on the plane of normal effective stress𝜎󸀠𝑛 and shear strength 𝜏 or net mean effective stress 𝑝󸀠 and

deviatoric stress 𝑞, seen in Figure 1. 𝑐󸀠, 𝑐󸀠1, and 𝑐󸀠2 are the
intercept that Mohr-Coulomb failure envelops (MC-FE)
and cut 𝜏-axis. 𝑐󸀠, 𝑐󸀠1, and 𝑐󸀠2 are called effective cohesion

under saturated state and unsaturated state, respectively. 𝜑󸀠,𝜑󸀠1, and 𝜑󸀠2 are effective internal friction angle at different
saturated state. The cohesion is the bond force or attractive
effect among soil particles. The intercept on the 𝜏-axis gives
the frictional action among soil particles. It is puzzled that
the intercept can be called cohesion. Further, the intercept on
the 𝜏-axis cannot fully represent the bond strength among
the soil skeletons. Actually, the intersection is the attractive
effect that MC-FE is prolonged and cuts the 𝜎󸀠𝑛-axis, which
can be expressed by 𝜎𝑆, called suction stress by Lu and Likos
[19]. The formula of suction stress can be given from direct
shear test as follows:

𝜎𝑆 = −𝑐󸀠
tan𝜑󸀠 . (3)

The suction stress can be obtained by Formula (3) at different
water content state. The relationship of suction stress and
matric suction is called suction stress characteristic curve
(SSCC). It is to be noted that suction stress is not zero for
fine grain soils under saturated state, called 𝜎𝑆0. The original
SSCC needs to be modified by the suction stress 𝜎𝑆0 to
go through the origin, which is consistent with soil-water
retention curve (SWRC), seen in Figure 1.
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(c) Shear strength envelops at optimum water content

Figure 2: The curves of normal stress and shear strength at different initial water content state of soil (experimental data from Vanapalli
et al. [10]).

The suction stress can also be obtained from triaxial shear
tests according to Mohr-Coulomb criterion. The formula is
given as follows:

𝜎𝑆 = − 𝜎󸀠1 − 𝑝𝑁2 tan (𝜋/4 + 𝜑󸀠/2) tan𝜑󸀠
+ (𝜎󸀠3 − 𝑝𝑁) tan (𝜋/4 + 𝜑󸀠/2)2 tan𝜑󸀠 + 𝑐󸀠

tan𝜑󸀠 ,
(4)

where 𝜎󸀠1 and 𝜎󸀠3 are the major and minor principle stress,
respectively.

The new effective stress can be defined based on suction
stress as follows:

𝜎󸀠 = (𝜎 − 𝑝𝑁) − 𝜎𝑆, (5)

where 𝜎󸀠 is the effective stress and 𝜎 is the total stress. In
order to verify the expression of effective stress is reasonable,
the experimental data of shear strength or deformation tests
of unsaturated soils could be used.

Sandy-clay till was used to do shear strength test at
three types of water content state by Vanapalli et al. [10].
Shear failure envelops go upward drift with matric suction
increasing, which is shown in Figure 2(a). Simultaneously,
Figures 2(a), 2(b), and 2(c) show that the shear strengths are
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Figure 3: The curves of effective normal stress and shear strength at different initial water content state of soil (experimental data from
Vanapalli et al. [10]).

not the same, although the matric suction and normal stress
are completely identical. The unique difference is the initial
state of the soils. The shear strength is largest at wetter than
optimum water content state, and it is smallest at drier than
optimum water content state. Obviously, the shear strength of
unsaturated soils 𝜏 is strongly depended on the state of water
content. We can obtain suction stresses from Formula (3) or
(4) using the tested data from Figures 2(a), 2(b), and 2(c).
Then the new effective stress is achieved. The strength failure
envelops are redrawn in the plane 𝜎󸀠 − 𝜏 in Figure 3.

It is interesting that these data points at failure state tend
to a line. The phenomenon is not coincidental. There are
many measured data from literatures that are not given due to

the limited space of this paper, which can be seen detailedly
in the literature [21, 22]. That is to say, the critical state failure
envelop is unique under the new effective stress framework
of unsaturated soils. And the effective stress can be also
used for saturated soils, which is coincident with Terzaghi’s
effective theory. The new effective stress is the reasonable
one with suction stress. The problem of nonunique failure
envelops of unsaturated soils in traditional framework is
solved by the new effective stress framework. The meaning of
effective stress with suction stress is clear in the framework of
continuum mechanics. And it is deduced that the properties
in deformation and strength of unsaturated soils could be
described in the unified way by the mathematics Formula (5).
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2.2. Suction Strength of Unsaturated Soils. The shear strength
equation of unsaturated soils is obtained based on the
effective stress Formula (5):𝜏𝑓 = 𝑐󸀠 + (𝜎 − 𝑝𝑁 − 𝜎𝑆) tan𝜑󸀠, (6)

where 𝑐󸀠 and 𝜑󸀠 are the effective cohesion and the effective
internal friction angle at saturated state, respectively.

Suction stress is macrorepresentation of interaction of soil
particles in microscale, which increases the attraction of soil
skeleton and shear strength. Compared with saturated soil,
there is a difference that the shear strength is related to water
content. The change of strength due to the fluctuate of water
content is defined as suction strength 𝑐󸀠𝑆:𝑐𝑆 = −𝜎𝑆 tan𝜑󸀠. (7)

Based on these literatures [11–13], the suction strength can
be obtained from the shear strength tests. The apparent
cohesion 𝑐 is defined as 𝑐 = 𝑐󸀠 + 𝑐𝑆. (8)

The shear strength equation can be modified as follows:

𝜏𝑓 = 𝑐 + (𝜎 − 𝑝𝑁) tan𝜑󸀠. (9)

The equation is coincident with the one of saturated soils in
form. Therefore, the shear strength of unsaturated and satu-
rated soils can be both expressed by Formula (9). The formula
of shear strength is obtained in the unified framework of soils,
in which new empirical parameters are not introduced.

3. Shear Strength Model of Unsaturated Soils
Depending on Hydraulic State

The suction stress is related to water content of unsaturated
soils from the above analyses. The relationship is derived by
Lu et al. [21] based on the principles of thermodynamics:

𝜎𝑆 = −𝑆𝑒 (𝑝𝑁󸀠 − 𝑝𝑊) , (10)

where 𝑝𝑊 is the water pressure and matric suction 𝑠𝑐 is
defined as follows:

𝑠𝑐 = 𝑝𝑁󸀠 − 𝑝𝑊. (11)

𝑆𝑒 is the effective degree of saturation:

𝑆𝑒 = (𝑆𝑟 − 𝑆irr
𝑟 )(1 − 𝑆irr
𝑟 ) , (12)

where 𝑆𝑟 is the degree of saturation and 𝑆irr
𝑟 is the residual

degree of saturation.
Introducing Formulas (10), (11), and (12) to Formulas (7)

and (9), the suction strength and shear strength equations can
be given as follows: 𝑐𝑆 = 𝑆𝑒𝑠𝑐 tan𝜑󸀠, (13)

𝜏𝑓 = 𝑐󸀠 + 𝑆𝑒𝑠𝑐 + (𝜎 − 𝑝𝑁) tan𝜑󸀠. (14)

As seen from Formula (14), the shear strength of unsat-
urated soils is only related to the degree of saturation but
also related to matric suction. The relationship of the shear
strength and matric suction (the degree of saturation) can
be obtained by introducing the soil-water retention curve
(SWRC). The change of soil-water state is generally not
monotonic under intermittent precipitation and fluctuating
water tables. The capillary hysteresis (hydraulic hysteresis)
often exits during the increment and decrement of water
content in the seepage process of unsaturated soils. Capil-
lary hysteresis refers to the nonunique relationship between
the degree of saturation and matric suction and describes
the irreversible changes in the degree of saturation occur-
ring during the preceding sequence of drying and wetting
of a porous medium. The importance of hysteretic effect
(hydraulic hysteresis) in the unsaturated flow has been found
in the literatures [23]. Furthermore, hysteretic effect can
also significantly influence the shear strength and the shear
behaviour, as seen in works such as those performed by
Kwong [24] and Khoury and Miller [25]. Kwong [24] found
that the strengths of unsaturated soils getting wetter are lower
than those getting drier. Khoury and Miller [25] found that
shear strength following a drying/wetting process was higher
than that for the drying process alone at the similar matric
suction and net normal stress. These results give an important
conclusion that the water content and matric suction are of
equal importance to obtain the shear strength of unsaturated
soils. The two soil-water state parameters are affected by
the hydraulic hysteresis. The effect of hysteresis should be
considered in the analysis of the strength problems related to
unsaturated soils.

In order to conclude the hysteretic effect in the shear
strength problems, the hysteretic soil-water relationship
should be developed for constructing the shear strength
model of unsaturated soils. There are some methods which
may be used to consider hysteretic effect during the process
of the water content change history [26–28]. The main object
of this paper is to develop a new strength model to reproduce
the change of shear strength that underwent the effect of
capillary hysteresis in unsaturated soils. Recently, a capillary
hysteretic model with internal state variables (ISVH-model)
was developed by Wei and Dewoolkar [18]. The boundary
surface plasticity theory is used to model the hysteretic
behavior of the soil water retention curves. In this model, the
arbitrary water content variable path can be traced between
the main boundary curves. The equations of the model are
presented here for the integrality of this paper. Feng and
Fredlund [29] offered an equation which was used to well fit
the boundary curves of the soil water retention curves. The
main drying curve is

𝑆𝑟𝐷 = 1 + 𝑆irr
𝑟𝐷(𝑠𝑐/𝑏𝐷)𝑎𝐷1 + (𝑠𝑐/𝑏𝐷)𝑎𝐷 , (15a)

and the main wetting curve is

𝑆𝑟𝑊 = 1 + 𝑆irr
𝑟𝑊(𝑠𝑐/𝑏𝑊)𝑎𝑊1 + (𝑠𝑐/𝑏𝑊)𝑎𝑊 , (15b)
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Figure 4: The fitting tested curve of SWRC for the completely
decomposed granite soil (measured data from Hossain and Yin
[20]).

where 𝑆𝑟𝐷 and 𝑆𝑟𝑊 are the degrees of saturation of the drying
and wetting boundaries, respectively; 𝑆irr

𝑟𝐷 and 𝑆irr
𝑟𝑊 are the

residual degrees of saturation at the drying and wetting
conditions, respectively; 𝑏𝐷, 𝑎𝐷, 𝑏𝑊, and 𝑎𝑊 are the four
material parameters.

The evolution equation of the degree of saturation that
underwent the drying and wetting cycles is described as
follows: ̇𝑆𝑟 = − ̇𝑠𝑐𝐾𝑝 (𝑆𝑟, 𝑠𝑐, 𝑛) , (16)

where 𝑛 is the direction of the hydraulic path and its value
is −1 or 1. For the wetting path, 𝑛 = −1, and for the drying
path, 𝑛 = 1; 𝐾𝑝(𝑆𝑟, 𝑠𝑐, 𝑛) is given as follow:

𝐾𝑝 (𝑆𝑟, 𝑠𝑐, 𝑛) = 𝐾𝑝 (𝑆𝑟, 𝑛) + 𝑑 󵄨󵄨󵄨󵄨𝑠𝑐 − 𝑠𝑐 (𝑆𝑟, 𝑛)󵄨󵄨󵄨󵄨𝑟 (𝑆𝑊𝑟 ) − 󵄨󵄨󵄨󵄨𝑠𝑐 − 𝑠𝑐 (𝑆𝑟, 𝑛)󵄨󵄨󵄨󵄨 , (17)

where 𝑑 is a fit parameter, which is an additional param-
eter to describe all of the scanning curves in the hys-
teretic cycle; matric suction in the main drying and wetting
boundary curves is expressed by 𝑠𝑐 = 𝜅𝐷(𝑆𝑟) and 𝑠𝑐 =𝜅𝑊(𝑆𝑟), respectively; 𝑟(𝑆𝑟) is the difference of the matric
suction between the main boundary curves when the soil
water state is at the degree of saturation 𝑆𝑟, 𝑟(𝑆𝑟) =𝜅𝐷(𝑆𝑟) − 𝜅𝑊(𝑆𝑟); 𝐾𝑝 and 𝑠𝑐(𝑆𝑟, 𝑛) are respectively the slope
and matric suction of the main drying and wetting boundary
curves as follows.(1) Drying path (𝑛 = 1):

𝑠𝑐 (𝑆𝑟, 1) = 𝜅𝐷 (𝑆𝑟) , 𝐾𝑝 (𝑆𝑟, 1) = 𝑑𝜅𝐷 (𝑆𝑟)𝑑𝑆𝑟 . (18a)

(2) Wetting path (𝑛 = −1):

𝑠𝑐 (𝑆𝑟, −1) = 𝜅𝑊 (𝑆𝑟) , 𝐾𝑝 (𝑆𝑟, −1) = 𝑑𝜅𝑊 (𝑆𝑟)𝑑𝑆𝑊𝑟 . (18b)

Introducing the hysteretic model (ISVH), suction strength
and shear strength are expressed as follows:

𝑐𝑆 = 𝑠𝑐 tan𝜑󸀠, 𝑠𝑐 ≤ 0, (19a)

𝑐𝑆 = 𝑆𝑒 ( ̇𝑆𝑟) 𝑠𝑐 tan𝜑󸀠, 𝑠𝑐 > 0, (19b)

𝜏𝑓 = 𝑐󸀠 + (𝜎 − 𝑝𝑁) tan𝜑󸀠 + 𝑠𝑐 tan𝜑󸀠, 𝑠𝑐 ≤ 0, (20a)

𝜏𝑓 = 𝑐󸀠 + (𝜎 − 𝑝𝑁) tan𝜑󸀠 + 𝑆𝑒 ( ̇𝑆𝑟) 𝑠𝑐 tan𝜑󸀠, 𝑠𝑐 > 0.
(20b)

If the current soil-water state (𝑠𝑐, 𝑆𝑟) and the increment of the
degree of saturation ̇𝑆𝑟 are given, the change of shear strength
of unsaturated soils can be predicted by Formulas (20a) and
(20b) during any drying/wetting cycle, combined with the
shear strength of saturated soils (𝑐󸀠 and 𝜑󸀠).

4. Model Verification

The suction strength and shear strength of unsaturated soils
are predicted based on Formulas (18a), (18b), (20a), and (20b).
And the predictive curves are compared with experimental
strength data. The parameters of soil-water retention curves
from fitting the measured soil-water data are used to predict
the change of shear strength.

4.1. Strength Property under Single Drying Hydraulic Path.
The soil-water retention curve and direct shear strength
tests of unsaturated completely decomposed granite soil are
performed in the laboratory by Hossain and Yin [20]. The
measured soil-water retention curve is given in Figure 4. And
the shear strength parameters at saturated state are 𝑐󸀠 =0.0 kPa and 𝜑󸀠 = 29.9∘. Formula (15a) is adopted to fit the
measured soil-water data for the drying process alone. The
fitting curve is also shown in Figure 4. And the parameters
of the soil-water retention curve are listed in Table 1. For-
mulas (19b) and (20b) are adopted to predict the suction
strength and shear strength of the soils, combining with the
shear strength parameters at saturated state. The predictive
curves are shown in Figure 5. The coincidence of suction
strength is well under low suction conditions. And a little
deviation comes out in high suction conditions (Figure 5(a)).
The prediction of shear strength of the soils is acceptable
at low effective stresses. However, the deviation between
measured data and the predictive curve is large at higher
effective stresses. The similar results are shown by Hossain
and Yin [20]. The distinct dilative behavior of unsaturated
compacted completely decomposed granite soil was observed
in the measurement by Hossain and Yin [20]. The apparent
cohesion intercept and angle of internal friction increase with
matric suction due to the effect of dilative behavior. It is to be
note that the effective stress is obtained based on Formula (5)
(Figure 5(b)).

The same method is also adopted to predict shear strength
of Diyarbakir residual clays. The shear strength and soil-water
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Figure 5: Comparison of tested data with the predictive curve of suction strength and shear strength (measured data from Hossain and Yin
[20]).

Table 1: Parameters of SWRC of unsaturated soil and shear strength of saturated soil for predicting suction strength of unsaturated soils that
underwent single drying hydraulic path.

Soil types
Parameters of SWRC Strength parameters𝑛 𝑆irr
𝑟 𝑎 𝑏 (kPa) 𝑐󸀠 (kPa) 𝜑󸀠

Completely decomposed granite soil 0.36 0.120 0.2961 917.35 0 29.9

Diyarbakir residual clays 0.581 0.442 0.4679 488.74 14.82 21.9
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Figure 6: The fitting tested curve of SWRC for Diyarbakir residual
clays (measured data from Kayadelen et al. [12]).

retention tests are performed by Kayadelen et al. [12]. The
fitting soil-water retention curve is shown in Figure 6. And
the parameters of the soil-water retention curve are listed in
Table 1. The shear strength parameters of Diyarbakir residual

clays at saturated state are 𝑐󸀠 = 14.82 kPa and 𝜑󸀠 = 21.9∘. The
predictive curves of suction strength and shear strength of the
residual clays are shown in Figure 7. As seen from Figures 7(a)
and 7(b), the suction strength and shear strength both well
match up to experimental data. The distribution of the shear
strength data at different matric suctions is approximately
linear again in Figure 7(b). The critical state failure is unique
under the new effective stress state based on suction stress. It
does not exist that the failure envelops are nonunique, based
on the new shear strength model.

4.2. Strength Property under Drying/Wetting Paths. The shear
strength is very important for predicting the slope stability
under the intermittent precipitation conditions, for example,
Gvirtzman et al. [30]. The variation in strength of unsaturated
soils will be studied in the section under the repeating change
of water content conditions. However, the measured data of
shear strength that underwent drying/wetting process are
little seen in the literature. The main reasons are that the test
instruments are not well established and these experiments
are time-consuming in the laboratory.

Goh et al. [5] performed a series of unsaturated con-
solidation drained triaxial tests under drying and wetting,
in which compacted sand-kaolin specimens were adopted.
The soil-water retention curves are also measured by tem-
pecell and pressure plate in Goh et al. [5]. The 𝑐󸀠 and 𝜑󸀠 of
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Figure 7: Comparison of tested data with the predictive curve of suction strength and shear strength (measured data from Kayadelen et al.
[12]).

Table 2: Parameters of SWRC of unsaturated soil and shear strength of saturated soil for predicting suction strength of unsaturated soils that
underwent drying/wetting paths.

Soil types
Parameters of SWRC Strength parameters𝑛 𝑆irr

𝑟𝐷 𝑎𝐷 𝑏𝐷 (kPa) 𝑆irr
𝑟𝑊 𝑎𝑊 𝑏𝑊 (kPa) 𝑑 𝑐󸀠 (kPa) 𝜑󸀠

Sand-kaolin mixture 0.470 0.055 0.566 1520.30 0.055 0.481 874.81 19620.0 8.5 26.9

the compacted saturated sand-kaolin mixture are 8.5 kPa
and 26.9∘, respectively. The soil-water retention data and the
fitting curves are given in the Figure 8. The main drying and
main wetting curve are fitted by Formulas (15a) and (15b),
respectively. The wetting scanning data are used to correct
the parameter 𝑑 in Formula (17). Then the parameter 𝑑 is
adopted to predict the drying scanning curve. The parameters
for fitting SWRC are listed in Table 2.

The parameters of the main drying and wetting curves
and the parameter d are used to predict the change of
suction strength of the unsaturated sand-kaolin mixture that
underwent the drying/wetting cycle. The predictive results
are presented in Figure 9. The suction strength obtained from
the drying process was predicted by these parameters of the
main drying and drying scanning curves, respectively. The
coincidence is well compared with the measured data. At
the low suction state, the predictive curve is much nearer
the measured results using the parameters from the drying
scanning curve than those from the main drying curve.
However, the tendency of the predictive curves is the same at
the high suction state. That is, due to that the drying scanning
curve and the main drying curve are coincident at the high
suction condition, seen in Figure 8. The similar comparisons
were done between the measured suction strength from the
wetting process with the predictive curves. The predictive
tendency from the wetting process is different from the
one from the drying state. At the high suction state, the

predictive curve is much nearer the measured results using
the parameters from the wetting scanning curve than those
from the main wetting curve. However, the tendency of the
predictive curves is also the same at the low suction state.
That is, due to that the wetting scanning curve and the main
wetting curve are coincident at the high suction condition,
which can be also seen in Figure 8. The soil-water state is
not always along the main boundary curves due to hysteretic
effect. The soil-water state is perhaps along the scanning
drying or wetting curve at the shear strength tests. Hence,
the predictive results by the scanning curves are nearer to the
measured strength data than the ones by the main boundary
curves.

It noted to say that the correlation of suction strength
and soil-water state is evident, seen in Figure 9. Furthermore,
the difference of suction strength is increasing with the
increment of matric suction for the drying or wetting path.
And the suction strength along the drying path is larger than
the ones along the wetting path. That is to say, the shear
strength is closely related to the water content and matric
suction. Due to the existence of hysteretic effect, the water
content may be different at the same matric suction through
different drying/wetting paths. The shear strength will be
different, though the matric suction is the same. Hence, it
is indispensable that the research work should be carried
out on the change of shear strength of unsaturated soils that
underwent the repeating changes of water content.
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5. Conclusions

The theoretical strength model is developed based on the
concept of suction stress. The predictive curves of the model
are compared with experimental data. And its validity of the
strength model is verified. There are some conclusions as
follows.(1) Suction stress is the macroscopic effect of many
different microscopic forces in unsaturated soils. Redun-
dant parameters need not to be introduced to describe

these microscopic forces, respectively. The effective stress
framework of unsaturated soils is improved. The failure
envelop of unsaturated soils is unique at different matric
suction and net normal stresses, based on the new effective
stress framework. The cohesion arisen by tension among soil
particles expresses its real concept. The relation of matric
suction and suction stress can be uniquely expressed by
the suction stress characteristic curve (SSCC), which is very
important for describing the stress state, similar with SWRC
for describing the soil-water state. The uncertainty of the
parameters of shear strength of soils can be avoided in the
effective stress frame.(2) In the new strength model, the SWRC and SSCC
are combined to predict the change of shear strength of
unsaturated soils under repeated water content (matric suc-
tion) change. The SWRC is used to predict the change of
suction strength and shear strength of unsaturated soils. The
SWRC is widely adopted in geotechnical engineering and soil
physics. The parameters of SWRC are much easier to obtain in
laboratory or field, compared with the shear strength tests of
unsaturated soils. Furthermore, the time can be saved largely
once the SWRC is used to predict the strength of unsaturated
soils, especially for fine gained soils.(3) The predictive curves of suction strength and shear
strength of the soils both well match up to experimen-
tal data for the completely decomposed granite soil and
Diyarbakir residual clays that underwent single drying paths.
Furthermore, the coincidence is well compared with the
measured suction strength for the sand-kaolin mixture under
the repeated change of water content. Hence, the new strength
theory model with suction effective concept is validated for
predicting the change of shear strength of unsaturated soils
that underwent the fluctuation of water content. In the new
strength model, only the parameters of SWRC of unsaturated
soils and shear strength of saturated soil were used to predict
the change of shear strength of unsaturated soils under the
arbitrary change of water content.(4) Based on the measured strength data and predictive
curves, the shear strength is closely related to the water
content and matric suction. The shear strength can be
different at the same matric suction due to the existence
of hysteretic effect. Hence, hysteretic effect in the seepage
process should be considered to predict the change of shear
strength of unsaturated soils that underwent drying/wetting
cycles.
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matric suction on shear strength behavior of a residual clayey
soil,” Environmental Geology, vol. 53, no. 4, pp. 891–901, 2007.

[13] A. L. Oberg and G. Sallfors, “Determination of shear strength
parameters of unsaturated silts and sands based on the water
retention curve,” Geotechnical Testing Journal, vol. 20, no. 1, pp.
40–48, 1997.

[14] L. Miao, S. Liu, and Y. Lai, “Research of soil-water characteristics
and shear strength features of Nanyang expansive soil,” Engi-
neering Geology, vol. 65, no. 4, pp. 261–267, 2002.

[15] Y. F. Xu, “Fractal approach to unsaturated shear strength,” Jour-
nal of Geotechnical and Geoenvironmental Engineering, vol. 130,
no. 3, pp. 264–273, 2004.

[16] N. Lu and W. J. Likos, Unsaturated Soil Mechanics, John Wiley,
New York, NY, USA, 2004.

[17] D. Tami, H. Rahardjo, and E.-C. Leong, “Effect of hysteresis on
steady-state infiltration in unsaturated slopes,” Journal of
Geotechnical and Geoenvironmental Engineering, vol. 130, no. 9,
pp. 956–967, 2004.

[18] C. F. Wei and M. M. Dewoolkar, “Formulation of capillary hys-
teresis with internal state variables,” Water Resources Research,
vol. 42, Article ID W07405, 2006.

[19] N. Lu and W. J. Likos, “Suction stress characteristic curve for un-
saturated soil,” Journal of Geotechnical and Geoenvironmental
Engineering, vol. 132, no. 2, pp. 131–142, 2006.

[20] M. A. Hossain and J.-H. Yin, “Shear strength and dilative chara-
cteristics of an unsaturated compacted completely decomposed
granite soil,” Canadian Geotechnical Journal, vol. 47, no. 10, pp.
1112–1126, 2010.

[21] N. Lu, J. W. Godt, and D. T. Wu, “A closed-form equation for
effective stress in unsaturated soil,” Water Resources Research,
vol. 46, Article ID W05515, 2010.

[22] P. Chen, A Study on Seepage and Slope Stability of Unsaturated
Soils Subjected to Drying/Wetting Cycles, Institute of Rock and
Soil Mechanics; Chinese Academy of Sciences, Wuhan, China,
2011.

[23] C. Yang, D. Sheng, and J. P. Carter, “Effect of hydraulic hysteresis
on seepage analysis for unsaturated soils,” Computers and
Geotechnics, vol. 41, pp. 36–56, 2012.

[24] H. K. Kwong, Effect of hysteresis, infiltration and tensile stress on
the strength of an unsaturated soil [Ph.D. thesis], Nanyang
Technological University, Singapore, 1997.

[25] C. N. Khoury and G. A. Miller, “Influence of hydraulic hysteresis
on the shear strength of unsaturated soils and interfaces,”
Geotechnical Testing Journal, vol. 35, no. 1, 2012.

[26] H. Q. Pham, D. G. Fredlund, and S. L. Barbour, “A study of hys-
teresis models for soil-water characteristic curves,” Canadian
Geotechnical Journal, vol. 42, no. 6, pp. 1548–1568, 2005.

[27] H.-C. Huang, Y.-C. Tan, C.-W. Liu, and C.-H. Chen, “A novel
hysteresis model in unsaturated soil,” Hydrological Processes,
vol. 19, no. 8, pp. 1653–1665, 2005.

[28] A. Maqsoud, B. Bussiere, M. Aubertin, and M. Mbonimpa, “Pre-
dicting hysteresis of the water retention curve from basic
properties of granular soils,” Geotechnical and Geological Engi-
neering, vol. 30, pp. 1147–1159, 2012.

[29] M. Feng and D. G. Fredlund, “Hysteretic influence associated
with thermal conductivity sensor measurements,” in Proceeding
fromTheory to the Practice of Unsaturated Soil Mechanics, 52nd
Canadian Geotechnical Conference and Unsaturated Soil Group,
Regina, 1999.

[30] H. Gvirtzman, E. Shalev, O. Dahan, and Y. H. Hatzor, “Large-
scale infiltration experiments into unsaturated stratified loess
sediments: monitoring and modeling,” Journal of Hydrology,
vol. 349, no. 1-2, pp. 214–229, 2008.



Hindawi Publishing Corporation
Journal of Applied Mathematics
Volume 2013, Article ID 673057, 12 pages
http://dx.doi.org/10.1155/2013/673057

Research Article

Elastoplastical Analysis of the Interface between Clay and
Concrete Incorporating the Effect of the Normal Stress History

Zhao Cheng, Zhao Chunfeng, and Gong Hui

Key Laboratory of Geotechnical and Underground Engineering of Ministry of Education, Department of Geotechnical Engineering,
Tongji University, Shanghai 200092, China

Correspondence should be addressed to Zhao Chunfeng; structure.zhao@gmail.com

Received 8 June 2013; Revised 23 August 2013; Accepted 10 September 2013

Academic Editor: Ga Zhang

Copyright © 2013 Zhao Cheng et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The behaviour of the soil-structure interface is crucial to the design of a pile foundation. Radial unloading occurs during the process
of hole boring and concrete curing, which will affect the load transfer rule of the pile-soil interface. Through large shear tests on the
interface between clay and concrete, it can be concluded that the normal stress history significantly influences the shear behaviour
of the interface. The numerical simulation of the bored shaft-soil interaction problem requires proper modelling of the interface.
By taking the energy accumulated on the interface as a hardening parameter and viewing the shearing process of the interface as
the process of the energy dissipated to do work, considering the influence of the normal stress history on the shearing rigidity, a
mechanical model of the interface between clay and concrete is proposed. The methods to define the model parameters are also
introduced. The model is based on a legible mathematical theory, and all its parameters have definite physical meaning. The model
was validated using data from a direct shear test; the validation results indicated that the model can reproduce and predict the
mechanical behaviour of the interface between clay and concrete under an arbitrary stress history.

1. Introduction

The bearing behaviour of geotechnical structures embedded
in soil, such as deep foundations, tunnels, and retaining
structures, is influenced by the contact behaviour at the
interface between the surface of the structure and the sur-
rounding soil. A systematic understanding of the shearing
behaviour will enable a more accurate analysis and improve
the ability to design these structures more accurately. The
mechanism that transfers the load through the interface to
the surrounding soil has received significant attention in the
literature. Over recent decades, many constitutive models
have been developed for the soil-structure interface, such as
the hyperbolic model and the extended hyperbolic model
[1, 2], the Ramberg-Osgood nonlinear elastic model [3], the
directionally dependent constitutive model [4], the rate-type
model [5], the elastoplastic model [6], and the damage model
[7].

A series of shear tests on soil-concrete interfaces were
performed using the independent developed visual large scale
direct shear apparatus by G. A. Zhang and J. M. Zhang

[8, 9], by using that, the interface behaviour is visible with
matching image measurement [10]. Evgin and Fakharian also
developed the interface apparatus with the name of C3DSSI
to carry out the two-way cyclic tangential-displacement-
controlled tests and cyclic rotational tests [11]. In geotechni-
cal engineering, the pre- and postconstruction stress paths
followed by the interface may be complex, as well as the
unloading and reloading. Gómez et al. evaluated the effect of
the unloading-reloading paths on the shear behaviour at the
sand-concrete interface [12]. By analysing the test data of the
groups of staged shear, unload-reload and multidirectional
stress path tests, a four-parameter extended hyperbolic model
was developed to account for the complex stress paths.
However, there are no tests or models for the clay-concrete
interface found in the literature that can consider the effect
of the stress path; thus, there is a need for more investigation,
although it may be more sensitive to stress history. Therefore,
it is urgent to develop a model that can incorporate the
influence of normal stress history.

In this study, a large direct test apparatus was used to
study the clay-concrete interface. The model of the interface
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Table 1: Main properties of clay.

Water content Plastic limit Liquid limit Cohesion Internal friction angle𝜔 𝜔𝑝 𝜔𝑙 𝑐 (kPa) 𝜑 (∘)

30% 22.4% 45.6% 11.5 22.3

between clay and concrete is proposed, followed by the
definition of the parameters in the model. Finally, the model
was validated by a comparison with the results from the direct
tests.

2. Large Direct Test

2.1. Test Apparatus. Despite some inherent problems, the
direct shear apparatus is a commonly used device for interface
testing because of its simplicity in sample preparation proce-
dures and its suitability for interface testing. Therefore, a large
displacement direct shear test machine in Tongji University
was used to conduct the shear strength test on the soil-
concrete interface. Compared to conventional direct shear
box devices, the large displacement direct shear test results
in more accurate interface shear measurements because the
proportion of the overall interface affected by the boundaries
is smaller for large devices than for smaller ones [13].

2.2. Soil Specimen. The soil specimen was remoulded clay.
The main properties of the soil are listed in Table 1. The clay
ash was acquired thorough the procedure of airing, crushing,
and screening through a sieve (pore size of 0.05 mm). To
achieve the desired water content of 30%, appropriately
selected amounts of clay ash were thoroughly mixed with
calculated amounts of water. Prior to being placed in the shear
box, the mixture was left to cure for a period of 12 hours to
ensure even water content in the specimen.

2.3. Concrete Plate Specimen. Ruled surface patterns were
used to model the concrete surface in this study. The asperity
height was changed to quantify the surface roughness, while
the asperity angle was altered with the asperity height; the
span of the sawtooth was zero in the tests. The asperity
heights of the concrete samples were 0, 10, and 20 mm, with
asperity angles of 0, 21.8 and 38.66 degrees, respectively. In the
analysis, samples number 0, #1, and #2 represent the concrete
plates with a sawtooth height of 0, 10, and 20 mm, respectively.

The concrete specimen for testing was 600 mm long by
400 mm wide by 50 mm thick, as illustrated in Figure 1. The
specimen was poured against plywood to produce the ruled
surface. A wooden frame was attached along the plywood.
After the specimen was poured, it was left to cure for 28 days
to attain a standard strength. Subsequently, the wooden frame
and plywood were removed.

2.4. Test Procedures. The prepared specimens were installed
in the shear box in such a way that the bottom half contained
the concrete plate, while the top half contained the soil. The
interface between the soil and concrete was located exactly
between the two halves of the shear box, as shown in Figure 2,

Figure 1: The topography of the concrete plate in the test.

to investigate the effect of the normal stress history and the
degree of unloading on the shear behaviour and strength at
the soil-concrete interface. The specimens were consolidated
under an initial normal stress 𝜎𝑛𝑖 of 400, 300, and 200 kPa
for 1 hour, then unloaded to a specified normal stress (50 kPa
to 350 kPa). Both of the loading and unloading rates are
1 KPa/min. After 1 hour of being under a constant applied
normal stress, the interface was sheared at a constant rate
while the results were monitored. The normal load acting
on the interface remained constant during the shear process.
Each test was conducted with a rate of shear deformation
of 0.3 mm/min to a total of 30 mm. This rate is sufficiently
slow to ensure that the excess pore water pressures of the
specimens are dissipated during the shearing. The 30 mm dis-
placement criterion was selected because it was observed that
under operational conditions, the accumulation of 30 mm of
lateral displacement could result in excessive leakage of soil.
All data regarding the test (horizontal shear force, shear, and
normal displacement) were collected by a computerised data
logging system. The results were monitored and saved using
the computer software TEST.

2.5. Test Results

2.5.1. Effect of the Applied Normal Stress. Figure 3 shows
typical test results for the interaction between clay and
concrete plate #0 with an identical initial normal stress of𝜎𝑛𝑖 = 400 kPa. The data from the direct shear tests performed
on the interface between clay and concrete plates #1 and
#2 are presented in Figures 4 and 5 for comparison. At
the beginning of shearing, the shear stress increases sharply
with the horizontal displacement. For the applied normal
stresses of 50 kPa and 100 kPa, as shear progresses, the stress-
strain curves gradually trend to be flatter as the shear stress
remains approximately constant for any further increment
in the horizontal displacement. However, for other higher
normal stresses, the shear stress increases relatively slowly
with horizontal displacement in the later-shearing phase, and
no strain-softening phenomenon is observed in the tests,
which agrees with the results observed by Nasir and Fall
[14]. From Figures 3, 4, and 5, it is also observed that the
higher applied normal stress during shearing offers a shear
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Figure 2: Setup of the specimen box.

stiffness increase for all the values of horizontal displacement.
In the meantime, a dilative phenomenon was observed
during the tests. Figures 3, 4, and 5 also exhibit this dilative
behaviour for the interface between the clay and concrete
plates. Before the dilation, the dilative force must offset the
applied normal stress acting on the soil specimen, so the
more significant dilative displacement was observed in the
tests in which a lower normal stress was applied. For the
highest applied normal stress of 350 kPa, the clay-concrete
interface first exhibits a short contracting behaviour followed
by dilatation. The contracting behaviour can be attributed to
the lack of complete settlement due to the high normal stress
and inadequate consolidation time for clay. For the applied
normal stress of 350 kPa and interface #0, no significant
dilative behaviour was observed during the shearing process,
which may be due to the higher applied normal stress and the
low roughness.

2.5.2. Effect of the Initial Normal Stress. Figure 6 shows
the test results for interface #0 with different initial nor-
mal stresses of shearing under a normal stress of 100 kPa.
The shear-stress—displacement and vertical-displacement—
shear-displacement relationships for the interface between
clay and concrete plates #1 and #2 are presented in Figures
7 and 8, respectively. From these plots, it is observed that
higher initial normal stresses produce higher shear stresses
during shearing, apart form the curve of initial normal stress
300 kPa on plate #1 and plate #2. This result may be attributed
to shear test uncertainties and experimental variations from
sample to sample. The shear stiffness was not found to be
significantly influenced by the initial normal stress. Figures 6,
7, and 8 exhibit the influence of the initial normal stress
on the dilation phenomenon of the interface under the
normal stress of 100 kPa. For interfaces not experiencing the
progress of normal unloading, the soil near the interface
is contracted before dilating. Note that the dilation from
the start of shear for the interfaces of initial normal stress
over 100 kPa experiences normal unloading. Moreover, a
greater vertical displacement occurred for a higher initial
normal stress. Therefore, the results validate the effect of the
normal stress history on the deformational behaviour of the
interface.

2.5.3. Effect of Interface Roughness. For an interface not expe-
riencing normal unloading, the conclusions that a rougher
interface exhibits higher shear strength and higher shear
stiffness have been stated by many researchers. The roughness
of the interface was found to have an effect on the shear
zone thickness and shear failure model and to even control
the movement style of the soil particles along the interface
[7, 15]. However, the strength of the interface does not
increase indefinitely with the roughness, according to Zeghal
et al. [15]. They identified a bilinear relationship between
the surface roughness and the interface friction. Below a
certain “critical” roughness, the interface shear resistance
increased with roughness, up to the point where the interface
shear efficiency parameter reached 1.0. Dove and Jarret took
the ruled topography interface to validate the existence of
a “critical” roughness; asperity angles greater than approx-
imately 50 degrees caused shear within the soil above the
interface, resulting in the lack of the observation of increasing
strength [13]. In this experiment, the original planed heights
of asperity were 0, 1, 2, and 3 cm. The stress from #3
interface was found to be below the corresponding value of
#2 and, sometimes, even below that of the #1 interface. This
phenomenon can be explained by the conclusion given by
Dove and Jarret [13]. Through a comparison of the shear
stresses of #0, #1, and #2 interfaces in Figure 9, the same
conclusion can be made: higher asperity offers a higher
shear stress. The shear-contractive phase was found at the
beginning of the shear for the interfaces not experiencing
normal unloading, with a longer shear-contractive phase
for a smoother interface. Interface #0 traversed from the
shear-contractive phase to the shear-dilative phase at a shear
displacement of 11 mm, while the traversal occurred at a
shear displacement of 8 mm for interface #1 and of 2 mm
for interface #2. The higher contractive value was found to
correspond to the smoother interface. The higher asperity
results in a higher asperity angle if the width of the asperity
remains constant, and the soil near the interface was found
to receive more of the vertical component of the force
for a higher asperity angle. Therefore, more shear-dilative
displacement occurs for a rougher interface.

For the interfaces experiencing normal unloading, the
effect from the roughness can be analysed through the
maximum shear stress during shear. Similar to the interface
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Figure 3: Test results for the interface between clay and #0 plate (initial normal stress of 400 kPa).
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Figure 4: Test results for the interface between clay and #1 plate (initial normal stress of 400 kPa).

not experiencing normal unloading, the rougher interface
exhibits a higher maximum shear stress, as depicted in
Figure 10; #2 interface exhibited the highest maximum shear
stress under the same stress history, the second highest
was for #1 interface, and #0 interface had the lowest value.
As the initial normal stress increased, the effect from the
roughness on the maximum shear stress became increas-
ingly obvious. To analyse the effect of roughness on the
dilative phenomenon, we take the data from the interfaces
experiencing normal stress unloading in the range from
200 kPa to 100 kPa as an example (the other interfaces had the
same shear-dilative trend). Figure 11 shows the higher dilative
displacement observed for a rougher interface; the maximum

vertical displacement was 2.87 mm for #2 interface, 2.49 mm
for #1 interface, and only 1.81 mm for #0 interface.

3. Model Description

Due to the analogy between the behaviours of soil and the
interface between soils and structures, the proposed model
frame is based on the model of internal shear in soils [16].
According to Liu et al. [16], the incremental stress tensor can
be expressed as

{𝑑𝜎} = {𝑑𝜎𝑛𝑑𝜏 } = [𝐾] {𝑑𝑢𝑛𝑑𝑢𝑠} , (1)
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Figure 5: Test results for the interface between clay and #2 plate (initial normal stress of 400 kPa).
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Figure 6: Test results for the interface between plate #0 and clay (applied normal stress of 100 kPa).

in which 𝑑𝜎𝑛 and 𝑑𝜏 are the incremental normal and shear
stresses, respectively, and 𝑑𝑢𝑛 and 𝑑𝑢𝑠 are the incremental
normal and tangential displacements, respectively. All the
parameters can be obtained directly from the test. While the
interface is not purely smooth, the researchers [7, 12, 17, 18]
found that a shear band exists near the interface during
shear. The thickness 𝑡 was observed to equal five times the
diameters of the sand at the interface between the sand and
the structure. For the interface with clay, determining the
value of 𝑡 has not been studied. In the direct shear test, the
thickness of the shear band cannot be determined because
the shear is limited along the plane. As a result, the value of

𝑡 is set to a constant value in the sections below. An internal
strain was assumed, even in the shear band. Consider

𝑑𝜀𝑛 = 𝑑𝑢𝑛𝑡 ,
𝑑𝜀𝑠 = 𝑑𝑢𝑠𝑡 ,

(2)

where 𝑑𝜀𝑛 and 𝑑𝜀𝑠 are the incremental normal and shear
strain, respectively. Thus, the matrix can be expressed as

[𝐾] = 𝑡 [𝐷𝑒𝑝] . (3)
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Figure 8: Test results for the interface between plate #2 and clay (applied normal stress of 100 kPa).

Here, [𝐷𝑒𝑝] is the elastoplastic constitutive matrix;
Morched Zeghal et al. and Zhou Guo-qing et al. proposed
the expression of [𝐷𝑒𝑝]. To simplify the model, the associated
flow rule is applied in the proposed model as follows:

[𝐷𝑒𝑝] = [𝐷𝑒] − [𝐷𝑒] {𝑛}𝑇 {𝑛} [𝐷𝑒]𝐻 +𝑀 + {𝑛} [𝐷𝑒] {𝑛}𝑇 , (4)

where 𝐻 is the hardening parameter, while 𝑀 describes the
influence of the change in the interfacial frictional coefficient
with the stress state. In this proposed model, the interfacial
frictional coefficient is assumed to be constant during shear
(𝑀 = 0) to perform the research on the effect of normal stress

history. The energy accumulated at the interface,𝑊𝑝, is taken
as the hardening parameter:

𝐻 = 𝑊𝑝 = ∫
loading

𝑑𝜎 𝑑𝜇𝑛 + ∫
loading

𝜎𝑛𝑖 𝑑𝜇𝑛 − ∫
unloading

𝑑𝜎 𝑑𝜇𝑛
− ∫

sheering
𝑑𝜎 𝑑𝜇𝑛 − ∫

sheering
𝑑𝜏 𝑑𝜇𝑠.

(5)

During the loading, the initial energies accumulated

at the interface are ∫
loading

𝑑𝜎𝑑𝜇𝑛 and ∫
loading

𝜎𝑛𝑖 𝑑𝜇𝑛,
and the energy released during the normal unloading is∫

unloading
𝑑𝜎𝑑𝜇𝑛. During shearing, the energy consumed to
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Figure 9: Test results for an interface not experiencing normal unloading (normal stress of 100 kPa).
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Figure 10: The maximum shear stress versus the normal stress for
interfaces of different roughness.

do work is ∫
sheering

𝑑𝜏 𝑑𝜇𝑠. Meanwhile, energy continues to be

accumulated in the amount of ∫
sheering

𝑑𝜎 𝑑𝜇𝑛 for the shear-

contractive interface but is consumed for the shear-dilatant
interface.[𝐷𝑒] is the elastic constitutive matrix, in which nonlinear
elasticity is used. For simplicity, the elastic moduli in the nor-
mal and tangential directions are assumed to be uncoupled:

[𝐷𝑒] = [𝐷𝑛 00 𝐷𝑠] , (6)
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Figure 11: The vertical dilative displacement for interfaces of
different roughness.

where 𝐷𝑛 and 𝐷𝑠 are the normal and tangential moduli,
respectively, which are both influenced by the stress history
and stress state, according to Desai C. S.

Liu et al. [16] identified the loading direction vector {𝑛} as

{𝑛} = ( 𝑑𝑓√1 + 𝑑2𝑓
1√1 + 𝑑2𝑓) . (7)

The parameter 𝑑𝑓 is related to the stress state and the
initial state of the interface; however, it cannot capture the
loading direction of the sawtooth interface in our large test.
Morched Zeghal and coworkers modelled the interface as
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Figure 12: 𝑢𝑛-ln𝑝 plots of the loading and unloading process in the
tests.

a ruled sawtooth. According to their approach, the loading
direction of the sawtooth should be

{𝑛} = { 𝜕𝐹𝜕𝜎𝑛 𝜕𝐹𝜕𝜏 }= {sin𝛼𝑘 + 𝑢 cos𝛼𝑘 cos𝛼𝑘 − 𝑢 sin𝛼𝑘} . (8)

Here, 𝑢 is the frictional coefficient of the interface when
the sawtooth height is equal to zero. 𝛼𝑘 is the topography
parameter.

4. Identification of the Model Parameters

4.1. Elastic Moduli: 𝐷𝑛 and 𝐷𝑠. The normal elastic moduli𝐷𝑛 can be determined from the loading-unloading curve of𝑢𝑛-ln𝑝, as shown in Figure 12; the displacement of the AB
section is deduced from the primary consolidation of the clay
under the initial normal stress, and the resilience occurring as
the initial normal stress 𝜎𝑛𝑖 is unloaded to the normal stress𝜎𝑛. The slope coefficient of the resilience line was signified by𝜅. Thus, the normal moduli can be determined as.

𝐷𝑛 = 𝜎𝑛𝜅 . (9)

The hyperbolic model was validated by many test results,
which measured the shear moduli changes with shear dis-
placement. Consider

𝐷𝑠 = 𝑎(𝑎 + 𝑏𝜀𝑠)2 , (10)

where 𝑎 = 1/𝐷𝑠𝑖, 𝑏 = 𝜎𝑛/𝜏ult, and 𝜏ult is the ultimate shear
strength of the critical state in the test; thus, 𝑏 = 1/𝜂𝑐.
From Figures 3–8, the peak shear strength is not yet reached,
even when the shear displacement is accumulated to 30 mm,
which is the limit displacement of this test because, under
operational conditions, the accumulation of 30 mm of lateral

displacement was observed to possibly result in excessive
leakage of soil. Thus, the destructional ratio 𝑅𝑓 is introduced:

𝑅𝑓 = 𝜏𝑓𝜏ult

, (11)

𝐷𝑠 = 𝐷𝑠𝑖(1 − 𝑅𝑓 𝜏𝜏𝑓)
2, (12)

where 𝜏𝑓 is the shear stress as the shear displacement reaches
30 mm and 𝜏ult is determined through curve fitting. 𝐷𝑠𝑖 are
the initial tangent shear moduli, which are described by
Anubhav P.K. and coworkers; where an increase in the normal
stress will result in steeper shear-relative displacement curves
and a higher strength, and the values of𝐷𝑠𝑖 and 𝜏ult therefore
will increase with the increase in normal stress. This stress
dependence is taken into account by using empirical equa-
tions to represent the variation of 𝐷𝑠𝑖 with normal stress:

𝐷𝑠𝑖 = 𝐾𝑃𝑎(𝜎𝑛𝑃𝑎)
𝑛, (13)

where 𝐾 is the modulus number and 𝑛 is the modulus
exponent (both are dimensionless numbers), and 𝑃𝑎 is the
atmospheric pressure. However, the modulus number and
the modulus exponent must be determined through curve
fitting, which limits the application of the proposed model.
At the beginning of shear, the deformation can be assumed
to be elastic, so the initial shear modulus can be expressed
as follows. According to the relationship between the normal
elastic modulus and the shear elastic modulus and by analogy
between the behaviours of soil and the interface between soil
and structures,

𝐷𝑠𝑖 = 𝐷𝑛2 (1 + ]) = 𝜎𝑛2𝜅 (1 + ]) , (14)

where ] is Poisson’s ratio of the soil. However, the above
equation cannot incorporate the influence of normal stress
history on the initial shear modulus. G.T. Houlsby and C.P.
Wroth performed a research on the stress history of soil; the
initial shear modulus that can account for the effect of stress
history was expressed as

𝐺𝑜𝑐 = 𝐺𝑛𝑐(𝜎𝑛𝑖𝜎𝑛 )
0.7, (15)

where 𝐺𝑜𝑐 is the initial shear modulus during overconsolida-
tion of soil and𝐺𝑛𝑐 is the initial shear modulus during normal
consolidation of soil. Note that the exponent has the value of
0.7 only for the situation of an overconsolidation ratio below
10. Therefore, the initial shear modulus of the proposed model
can be given by

𝐷𝑠𝑖 = 𝜎𝑛2𝜅 (1 + ])(𝜎𝑛𝑖𝜎𝑛 )
0.7. (16)

Finally, the shear modulus that accounts for the effect of
normal stress history is

𝐷𝑠 = 𝜎𝑛2𝜅 (1 + ])(𝜎𝑛𝑖𝜎𝑛 )
0.7(1 − 𝑅𝑓 𝜏𝜏𝑓)

2. (17)
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Figure 13: The topography parameters of the concrete plate used in
the test.

4.2. The Topography Parameter 𝛼𝑘. The ruled topography
concrete plates were used in the large shear test. For such a
sawtooth interface, Morched Zeghal defined 𝛼𝑘 as

𝛼𝑘 = 𝜋ℎ2𝐿𝑘 sin
𝜋2 (1 + 𝑢𝑠𝐿𝑘) (18)

in which ℎ and 𝐿𝑘 are the height and width, respectively, of
the sawtooth, as illustrated in Figure 13.

4.3. Hardening Parameter 𝐻. ∫
loading

𝑑𝜎𝑑𝜇𝑛 and ∫
unloading

𝑑𝜎𝑑𝜇𝑛 could by computed from the normal loading-unloading
curve, as shown in Figure 12. Consider

∫
loading

𝑑𝜎 𝑑𝜇𝑛 = ∫𝜎𝑛𝑖
1
(𝑢𝑛0 + 𝜆 ln𝑝) 𝑑𝑝, (19)

∫
unloading

𝑑𝜎 𝑑𝜇𝑛 = ∫𝜎𝑛
𝜎ni

(𝑢𝑛𝑖 − 𝜅 ln𝑝) 𝑑𝑝, (20)

where 𝑢𝑛0 is the normal displacement at the normal stress of
1 kPa and 𝑢𝑛𝑖 is the normal displacement at the beginning
of unloading (the B point in Figure 12), while 𝜆 and 𝜅 are
the slope coefficients of the loading and unloading lines,
respectively.∫

loading
𝜎𝑛𝑖 𝑑𝜇𝑛 is the power accumulated during the

progress of consolidation under the initial normal stress, and
the stress remains constant in this period. Thus, the power is

∫
loading

𝜎𝑛𝑖 𝑑𝜇𝑛 = 𝜎𝑛𝑖 (𝑢𝑛𝐵 − 𝑢𝑛𝐴) . (21)

As illustrated in Figure 11, 𝑢𝑛𝐴 and 𝑢𝑛𝐵 are the displace-
ment at the end of the loading period and the beginning of
the unloading, respectively.

Both ∫
sheering

𝑑𝜏 𝑑𝜇𝑠 and ∫
sheering

𝑑𝜎𝑑𝜇𝑛 should be deter-

mined through iteration. First, assuming the relationship 𝜏-𝜇𝑠
follows a hyperbolic model, the initial value of 𝜏 can be
computed by substituting the shear displacement (0–30 mm)
into the hyperbolic model. Next, the initial value of 𝜏 can
be substituted into (1) to determine the new displacement
value, which enables the initial hardening parameter to be
computed. The new value of 𝜏 is then recomputed based
on the initial hardening parameter, and then, the new shear
displacement and new shear stress are calculated. The final
shear stress and displacement are computed when the error
tolerance is satisfied.

5. Model Validation

The predicted results of the model are shown in Figures
14(a), 14(b), and 14(c) together with the experimental results
for the #0, #1, and #2 interfaces first under the initial
normal stress of 400 kPa then being unloaded to the normal
stress of 50–350 kPa. The model is able to reproduce the
behaviour of the clay-concrete interface with different normal
stresses, different initial normal stresses, and roughness.
Note that the model simulated the shear-stress-displacement
relationship to a satisfactory degree, which is very important
for pile-soil interface and retaining wall problems. From
Figure 14, the shear stress is found to increase quickly with
displacement, and as shear progressed, the dissipative power∫

sheering
𝑑𝜏 𝑑𝜇𝑠 increased; meanwhile, the power accumulated

at the interface H was consumed slowly. During the last
half of the shear progress, the shear stress increases grad-
ually with displacement and finally approaches a constant
value.

Figures 15(a), 15(b), and 15(c) show the shear stress
versus horizontal displacement along the interface between
concrete plates #0, #1, and #2, respectively, and clay with
different initial normal stresses and shearing under a normal
stress of 100 kPa. The higher initial normal stress results in

higher power ∫
loading

𝑑𝜎𝑑𝜇𝑛 and ∫
loading

𝜎𝑛𝑖 𝑑𝜇𝑛 accumulated

at the interface and results in higher shear stiffness. From
the microcosmic viewpoint, the higher initial normal stress
causes the soil near the interface to reach a higher compres-
sive strength. Another reasonable explanation is that the clay
is more closely embedded into the sawtooth topography for
the higher initial normal stress. The cohesive section of the
shear strength of the interface is formed by the absorption
of water molecules in the clay and the surface of the concrete
plate; under the pressure of the initial normal stress, the water
molecules in the clay will penetrate into the concrete plate and
keep inside.

6. Conclusions

First, using sawtooth-surfaced concrete plates to quantify
the roughness of the interface, a series of shear tests were
conducted to analyse the effects of roughness and unloading
on the shear behaviour of the interface between clay and
concrete. Based on the results of direct shear tests on the
clay-concrete interface, the following conclusions can be
proposed.

Through the process of loading to an initial normal stress,
unloading to normal stress and shearing under this normal
stress, the shear behaviour of the interface between clay and
concrete was found to be influenced by the initial normal
stress and the roughness of the interface. A higher initial
normal stress results in a higher shear stress during the
shearing. Under the same initial normal stress, a lower value
of shear stiffness was observed for a higher unloading ratio (a
lower normal stress during shearing). The effect of roughness
on the shear behaviour is revealed through the shear stress-
displacement relation and the normal dilative phenomenon.
Regardless of whether normal unlading occurred or not the
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Figure 14: Shear-stress-displacement curves of the interface between clay and concrete (𝜎𝑛𝑖 = 400 kPa).

rougher interface offers a higher shear stress and vertical
displacement.

The shear-dilative behaviour is significantly influenced by
the stress history. The shear-contractive phase occurs at the
beginning of shear for the interfaces that do not experience
normal unloading, while no such contractive displacement
was found for interfaces experiencing unloading of the initial
normal stress 𝜎𝑛𝑖 to the applied normal stress 𝜎𝑛 before
shear.

Finally, a model that can account for the effect of normal
stress history was proposed. The parameters of the model all
have definite physical meanings. The calibration and valida-
tion of the model were performed by simulating laboratory
test results conducted in a newly developed large direct shear
apparatus. The results demonstrated that the model is capable
of predicting the behaviour of clay-concrete interfaces and
of capturing the effects of different normal stress history and
roughness.
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Figure 15: Shear-stress-displacement curves of the interface between clay and concrete (𝜎𝑛 = 100 kPa).
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Low-grade concrete-cored sand-gravel (CCSG) pile composite foundation is a new kind of composite foundation for thick and soft
clay ground treatment. An analytical solution was derived for calculating the consolidation process of this composite foundation by
considering coefficients of horizontal permeability in smear zone, the radial flow within the sand-gravel shell, and the impervious
property of concrete-cored pile. The results show that Terzaghi’s one-dimensional consolidation solution and the consolidation
analytical solution of ordinary composite foundation were special cases of this solution. Curves of the average consolidation degree
of the composite foundation under various nondimensional parameters were observed using the program based on the theoretical
formula. Meanwhile, a series of in situ measurements including the settlement of pile and soil, the pore water pressure, and the
total stress under embankment load were obtained on the CCSG pile composite foundation on a section of Zhenjiang-Liyang
highway. The analyzed results show that the new style composite foundation patent technology has many advantages such as small
differential postconstruction settlement (differential is not good, small is), reliable quality, high bearing capacity, and stability. And
the consolidation of composite foundation is largely affected by the nondimensional parameters. The analytical solution is finally
verified with the actual measurement data.

1. Introduction

Composite foundation technology has been widely used
in the foundation treatment of soft soil. Concrete-cored
sand-gravel pile composite foundation (CCSG pile compos-
ite foundation), which is composed by prefabricated low-
grade concrete-cored pile and sand-gravel shell, consisting
of soil between piles, cushion, and the composite pile, is
a new type of multivariate composite foundation that has
been put forward in the recent years. Based on the idea
of controlling and differentiating post-construction settle-
ment, this foundation uses low-grade concrete-cored pile as
the vertical reinforcement, sand-gravel shell as the vertical
drainage body, and cushion as the horizontal drainage body,
as shown in Figure 1. The outstanding advantages of this
new style technology lie in using the concrete-cored sand-
gravel shell as the vertical drainage body to speed up the
consolidation of soil between piles during construction and
preloading periods, to control post-construction settlement

and differential post-construction settlement within allowed
extent in applied periods, and to make full use of the bearing
capacity of soil between piles. A surcharge load larger than the
structure load was adopted for preloading to accelerate the
process of compression. In deep soft foundation treatment,
the hierarchical heap load and the drainage reinforcement
advantages of sand shell in preloading period help to speed up
pore water pressure dissipation and degree of consolidation in
soft soil. And the deep foundation compression consolidation
effect is remarkable.

On the other hand, the consolidation theories for com-
posite foundations reinforced by columns are developed
on the basis of those well-drained foundations. The only
difference between these theories is that the former one
considers the stress concentration between soil and column
but the latter does not. The most well-known theoretical study
on the radial consolidation of vertical drains was carried out
by Barron [1] firstly. A large number of studies have been
conducted after. Recently, the consolidation of composite
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foundation theory based on the sand drain consolidation
theory has made great progress, with the consideration of the
stress concentration phenomenon, well resistance, and smear
effect. Goughnour and Bayuk [2] thought that composite
foundation consolidation problem could be analyzed by the
sand drain consolidation theory; Tang and Onitsuka [3] and
Xie [4, 5] have established the consolidation equation for dis-
crete material-pile composite foundation based on the equal
strain assumption of Barron [1] and have also put forward the
radial average degree of consolidation calculation formulae
and the analytical solution of shaft drainage considering
well resistance and the smudge effect. By incorporating the
radial and vertical drainage in a coupling fashion, Leo [6]
presented a series of closed-form solutions for equal strain
consolidation of vertical drains subjected to instantaneous
and ramp loading. The smear effect and well resistance were
studied. Furthermore, this solution was extended by Lei et al.
[7] to consider a time and depth-dependent loading. Zhu
and Yin [8, 9] presented an analytical solution for the
consolidation analysis of soil with a vertical drain under
ramp loading considering the smear effect. Wang and Jiao
[10] introduced the double porosity model into the analysis
of vertical drain consolidation. With this approach, the
variation of horizontal soil permeability can be depicted by an
arbitrary function, which presents a relatively simple way to
consider the gradual variation of soil permeability within the
smear zone. Walker and Indraratna [11] have shown that the
overlapping smear zone due to the reduction of drain spacing
could also influence the drain performance. By incorporating
the relationship of e-log𝜎󸀠 and e-log𝑘ℎ, Indraratna et al. [12]
found a new solution for the radial consolidation of vertical
drains. Basu and Prezzi [13], Castro and Sagaseta [14] and
Xie et al. [15, 16] utilized a stress increment independent
of time and depth for the simplicity and effectiveness in
solving engineering problems, in which the external load was
assumed to be applied instantly and the corresponding stress
increment resulted within the foundation was considered to
be uniformly distributed along the column depth. A large
number of laboratory studies [15–21] have shown that the
coefficient of permeability within the smear zone was highly
variable. To reflect the variability, some researchers included
the gradual decay of horizontal permeability of soil toward
the drain, such as linear decay in their analyses of vertical
drain consolidation [22]. Recently, researchers have done lots
of work on composite foundation [15, 16, 23–29]. A general
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Figure 2: Computing model of single CCSG pile.

theoretical solution has been put forward for the consolida-
tion of a composite foundation, and the consolidation theory
has been presented for the composite foundation considering
radial and vertical flows within the column, the variation of
soil permeability within the disturbed soil zone, the depth-
varying stress induced by multistage loading, and time-
and depth-dependent stress increment along with different
distribution patterns of soil permeability.

The above results have important reference value to study
the reinforcement mechanism of composite foundation. But
the studies of consolidation characteristic of CCSG pile
composite foundation, which is new, under complicated
conditions and multivariate, have not been reported yet. The
authors have tried to study the consolidation calculation
method of CCSG pile composite foundation in simple cases,
but the influence factors of CCSG pile composite foundation
consolidation characteristic are not considered, such as the
change of horizontal penetration parameter in influence area,
radial flow in sand shell, and the impervious character of low
grade concrete core pile.

This paper introduces a series of field tests on CCSG pile
composite foundation and the consolidation analysis model
of CCSG pile composite foundation is established, which is
based on equal strain hypothesis and considering the change
of horizontal penetration parameters in influence zone and
radial flow within sand-gravel shell. The consolidation gen-
eral solution was obtained by the theoretical derivation.
The analytical solution was finally validated with the data
obtained from field tests and has verified the correctness of
the theoretical solution.

2. General Solution for Consolidation of
CCSG Pile Composite Foundation

2.1. Calculation Diagram. The idealized CCSG composite
foundation is shown in Figure 2. In this figure, 𝐻 is the
thickness of the soil; 𝑟𝑐, 𝑟𝑤, 𝑟𝑠, and 𝑟𝑒 are radius of the
concrete-cored pile, the sand-gravel shell, the smear zone,
and the influence zone (consisting of strong smear zone
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and weak smear zone), respectively; 𝐸𝑐, 𝐸𝑤, 𝐸𝑠, and 𝐸𝑛 are
modulus of compressibility of the concrete-cored pile, the
sand-gravel shell, the strong smear zone, and the weak smear
zone respectively; 𝑘𝑠 and 𝑘ℎ are the horizontal permeability
coefficient of the strong smear zone and the weak smear
zone, respectively; 𝑘V is the vertical permeability coefficient of
soil; 𝑘ℎ𝑤 and 𝑘V𝑤 are the horizontal and vertical permeability
coefficient of sand-gravel shell, respectively; 𝑢𝑤 and 𝑢𝑠 are
excess pore water pressures within the sand-gravel shell and
in the soil; 𝑞 is external load.

2.2. Basic Assumptions. In order to obtain a simplified ana-
lytical solution, the following assumptions were made for the
calculation.

(1) The relative displacement between CCSG pile and
soil was ignored. The column and the surrounding
soil were assumed to deform only vertically and had
equal strain at same depth. Concrete-cored pile was
simplified as an impervious cylindrical pile with the
corresponding radius, and the interaction between
the concrete-cored pile and the sand-gravel shell was
also ignored.

(2) Darcy’s law was obeyed.

(3) The soil within the scope of drainage influence zone
was divided into strong smear zone and weak smear
zone, in which the horizontal permeability coefficient
changed along radial direction, as 𝑘𝑟(𝑟).

(4) The radial flow was taken into account in sand shell.

(5) The load was applied instantly. The additional stress
of composite foundation distributed uniformly along
the depth.

2.3. Consolidation Equations and Solving Conditions

2.3.1. Equilibrium Condition and Stress-Strain Relationship.
In order to investigate the consolidation properties of CCSG
pile composite foundation, the stress concentration effect
should be considered, which concludes the stress of the
concrete-cored pile and the sand-gravel shell, the excess pore
water pressures of the sand-gravel shell, and the composite
modulus of compression of the soil. At any time, both the
column and the surrounding soil share the total stress in a
composite foundation; that is,

𝜋𝑟2𝑐𝜎𝑐 + 𝜋 (𝑟2𝑒 − 𝑟2𝑤) 𝜎𝑠 + 𝜋 (𝑟2𝑤 − 𝑟2𝑐 ) 𝜎𝑤 = 𝜋𝑟2𝑒𝜎0,𝜎𝑐𝐸𝑐 = (𝜎𝑠 − 𝑢𝑠)𝐸 = (𝜎𝑤 − 𝑢𝑤)𝐸𝑤 = 𝜀V, (1)

where 𝜎𝑤, 𝜎𝑐, and 𝜎𝑠 are the average total stresses within
the sand-gravel shell, the concrete-cored pile, and the soil,
respectively, and 𝜎0 is the additional stress of composite
foundation in any depth caused by the uniform load; 𝜀V is
the vertical strain of the column and the surrounding soil;𝐸 = ((𝑛2−𝑠2)/(𝑛2−1))𝐸𝑛+((𝑠2−1)/(𝑛2−1))𝐸𝑠 is the composite
modulus of compression of the soil; 𝑢𝑠 and 𝑢𝑤 are the excess

pore water pressure within the soil and within the sand-gravel
shell, respectively, which can be defined as

𝑢𝑠 = ∫𝑟𝑒𝑟𝑤 2𝜋𝑟𝑢𝑠𝑑𝑟𝜋 (𝑟2𝑒 − 𝑟2𝑤) , (2)

𝑢𝑤 = ∫𝑟𝑤𝑟𝑐 2𝜋𝑟𝑢𝑤𝑑𝑟𝜋 (𝑟2𝑤 − 𝑟2𝑐 ) , (3)

where 𝑟 is the radial distance away from the centre of
concrete-cored pile.

From (1), 𝜀V can be derived as

𝜀V = 𝑛2𝜎0 − (𝑛2 − 1) 𝑢𝑠 − (1 − 𝑎2) 𝑢𝑤𝐸 [𝛼 + (𝑛2 − 1 + 𝑌)]
= 𝑛2𝜎0 − (𝑛2 − 𝑎2) 𝑢𝐸 [𝛼 + (𝑛2 − 1 + 𝑌)] .

(4)

Derivation (4) about time is as follow

𝜕𝜀V𝜕𝑡 = − 𝑛2 − 𝑎2𝐸 [𝛼 + (𝑛2 − 1 + 𝑌)] 𝜕𝑢𝜕𝑡 , (5)

where 𝑢 is the total average excess pore water pressure in the
soil at any depth, which can be defined as

𝑢 = 1𝜋 (𝑟2𝑒 − 𝑟2𝑐 ) (∫
𝑟𝑤

𝑟𝑐

2𝜋𝑟𝑢𝑤𝑑𝑟 + ∫𝑟𝑒
𝑟𝑤

2𝜋𝑟𝑢𝑠𝑑𝑟)
= [(1 − 𝑎2) 𝑢𝑤 + (𝑛2 − 1) 𝑢𝑠](𝑛2 − 𝑎2) ; (6)

𝑠 = 𝑟𝑠/𝑟𝑤 is the radius ratio of the drainage influence zone
to the column; 𝑛 = 𝑟𝑒/𝑟𝑤 and 𝑎 = 𝑟𝑐/𝑟𝑤 are the radius ratio,
respectively; 𝑌 = 𝐸𝑤/𝐸 is the compression modulus ratio of
the sand-gravel shell to the surrounding soil,𝑋 = 𝐸𝑐/𝐸 is the
compression modulus ratio of the concrete-cored pile to the
surrounding soil; 𝛼 = 𝑎2(𝑋 − 𝑌) is an expression.

2.3.2. Continuity Conditions of Seepage. The expression of the
horizontal permeability coefficient of the soils in drainage
influence zone that varies linearly with respect to the radial
distance away from the column can be assumed to be

𝑘𝑟 (𝑟) = 𝑘ℎ𝑓 (𝑟) , (7)

where 𝑘ℎ is the horizontal permeability coefficients of the
weak smear zone and 𝑓(𝑟) is the function depending on
radial distance away from column. The equation describes
the variation pattern of the soil permeability along horizontal
direction.

The concrete-cored pile of CCSG pile is set to be impervi-
ous pile and the sand-gravel shell is made of discrete material
pile. The consolidation equations of the soil of composite
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foundation and the sand-gravel shell are used, which can be
defined as𝜕𝜕𝑟 [𝑟 ⋅ 𝑘𝑟 (𝑟)𝛾𝑤 𝜕𝑢𝑠𝜕𝑟 ] = −𝑟(𝜕𝜀V𝜕𝑡 + 𝑘V𝛾𝑤 𝜕

2𝑢𝑠𝜕𝑧2 ) , 𝑟𝑤 ≤ 𝑟 ≤ 𝑟𝑒
(8)

𝜕𝜕𝑟 (𝑟 ⋅ 𝑘ℎ𝑤𝛾𝑤 𝜕𝑢𝑤𝜕𝑟 ) = −𝑟(𝜕𝜀V𝜕𝑡 + 𝑘V𝑤𝛾𝑤 𝜕2𝑢𝑤𝜕𝑧2 ) , 𝑟𝑐 ≤ 𝑟 ≤ 𝑟𝑤,
(9)

where 𝛾𝑤 is the unit weight of water.

2.3.3. Solving Conditions. Consider the following

A 𝑟 = 𝑟𝑒, 𝜕𝑢𝑠/𝜕𝑟 = 0;

B 𝑟 = 𝑟𝑤, 𝑢𝑠 = 𝑢𝑤;

C 𝑟 = 𝑟𝑐, 𝜕𝑢𝑤/𝜕𝑟 = 0; (considering the concrete-cored
pile as an impervious pile)

D 𝑟 = 𝑟𝑤, 𝑘𝑟(𝑟𝑤)(𝜕𝑢𝑠/𝜕𝑟) = 𝑘ℎ𝑤(𝜕𝑢𝑤/𝜕𝑟); (the radial
velocity of pile- soil interface is equal).

The vertical boundary conditions can be written as

E 𝑧 = 0, 𝑢𝑤 = 0, 𝑢 = 0;

F 𝑧 = 𝐻, 𝜕𝑢𝑤/𝜕𝑧 = 0, 𝜕𝑢/𝜕𝑧 = 0; (in single-drainage
condition)

G 𝑧 = 𝐻, 𝑢 = 0, 𝑢 = 0; (in double-drainage condition).

Assuming that there is no deformation of the pile and the
soil at initial time and the external load is bore all by pore
water, so the initial condition can be written as 𝑡 = 0, 𝑢(𝑧, 0) =𝜎0.
2.4. The Establishment of the Governing Equations. Equation
(10) can be obtained by integrating both sides of (8) about 𝑟
and using solving condition A:

𝜕𝑢𝑠𝜕𝑟 = 𝛾𝑤2𝑘ℎ (𝜕𝜀V𝜕𝑡 + 𝑘V𝛾𝑤 𝜕
2𝑢𝑠𝜕𝑧2 )[ 𝑟2𝑒𝑟𝑓 (𝑟) − 𝑟𝑓 (𝑟)] . (10)

Integrating both sides of (10) about 𝑟 again and using solving
condition B, the following can be obtained:

𝑢𝑠 (𝑟) = 𝑢𝑤󵄨󵄨󵄨󵄨𝑟=𝑟𝑤 + 𝛾𝑤2𝑘ℎ (𝜕𝜀V𝜕𝑡 + 𝑘V𝛾𝑤 𝜕
2𝑢𝑠𝜕𝑧2 )

× [𝑟2𝑒𝐴0 (𝑟) − 𝐵0 (𝑟)] ,
(11)

𝐴0 (𝑟) = ∫𝑟
𝑟𝑤

𝑑𝜉𝜉𝑓 (𝜉) , 𝐵0 (𝑟) = ∫𝑟
𝑟𝑤

𝜉𝑑𝜉𝑓 (𝜉) . (12)

Equation (11) is substituted into (2):

𝑢𝑠 = 𝑢𝑤󵄨󵄨󵄨󵄨𝑟=𝑟𝑤 + 𝑟2𝑒𝛾𝑤𝐹𝑐2𝑘ℎ (𝜕𝜀V𝜕𝑡 + 𝑘V𝛾𝑤 𝜕
2𝑢𝑠𝜕𝑧2 ) , (13)

where 𝐹𝑐 = 2(𝐴1𝑟2𝑒 − 𝐵1)/𝑟2𝑒 𝑟2𝑤(𝑛2 − 1), 𝐴1 = ∫𝑟𝑒
𝑟𝑤
𝑟𝐴0(𝑟) 𝑑𝑟,

and 𝐵1 = ∫𝑟𝑒𝑟𝑤 𝑟𝐵0(𝑟)𝑑𝑟.

By integrating both sides of (9) about 𝑟 and using solving
condition C, the following is obtained:

𝜕𝑢𝑤𝜕𝑟 = 𝛾𝑤2𝑘ℎ𝑤 (𝜕𝜀V𝜕𝑡 + 𝑘V𝑤𝛾𝑤 𝜕
2𝑢𝑤𝜕𝑧2 )(𝑟2𝑐𝑟 − 𝑟) . (14)

Equation (14) is integrated about 𝑟 both sides to get

𝑢𝑤 (𝑟) = 𝑢𝑤󵄨󵄨󵄨󵄨𝑟=𝑟𝑤 + 𝛾𝑤2𝑘ℎ𝑤 (𝜕𝜀V𝜕𝑡 + 𝑘V𝑤𝛾𝑤 𝜕
2𝑢𝑤𝜕𝑧2 )

⋅ [𝑟2𝑤 (12 + 𝑎2 ln
𝑟𝑟𝑤) − 12𝑟2] .

(15)

Equation (15) is substituted into (3):

𝑢𝑤 = 𝑢𝑤󵄨󵄨󵄨󵄨𝑟=𝑟𝑤 + 𝛾𝑤𝑅8𝑘ℎ𝑤 (𝜕𝜀V𝜕𝑡 + 𝑘V𝑤𝛾𝑤 𝜕
2𝑢𝑤𝜕𝑧2 ) , (16)

where𝑅 = 𝑟2𝑤[(4𝑎2/(1−𝑎2))(ln 𝑟𝑤−𝑎2 ln 𝑎𝑟𝑤)−2𝑎2−4𝑎2 ln 𝑟𝑤−(1 − 𝑎4)/(1 − 𝑎2) + 2].
Equation (13) minus (16) meanwhile combining the

expression of 𝑢 in (4) and (5) deduces

𝑢 − 𝑢𝑤 = − (𝑛2 − 1)𝐸 (𝛼 + 𝑛2 − 1 + 𝑌) (𝑟2𝑒𝐹𝑐𝛾𝑤2𝑘ℎ − 𝛾𝑤𝑅8𝑘ℎ𝑤) 𝜕𝑢𝜕𝑡
+ 𝑟2𝑒𝐹𝑐𝑘V2𝑘ℎ 𝜕2𝑢𝜕𝑧2
− [ (1 − 𝑎2)(𝑛2 − 𝑎2) 𝑟2𝑒𝐹𝑐𝑘V2𝑘ℎ + (𝑛2 − 1)(𝑛2 − 𝑎2) 𝑅𝑘V𝑤8𝑘ℎ𝑤 ] 𝜕

2𝑢𝑤𝜕𝑧2 .
(17)

Substituting (10) and (14) into solving condition D,
meanwhile combining (5), the equation can be deduced as

−(𝑛2 − 𝑎2)2𝐸 (𝛼 + 𝑛2 − 1 + 𝑌) 𝜕𝑢𝜕𝑡 = (𝑎2 − 1) 𝑘V𝑤𝛾𝑤 𝜕
2𝑢𝑤𝜕𝑧2

− (𝑛2 − 1) 𝑘V𝛾𝑤 𝜕
2𝑢𝑠𝜕𝑧2 .

(18)

Substituting the expression of 𝑢 in (4) into (18) we get
equation

𝜕2𝑢𝑤𝜕𝑧2 = 𝐴𝜕𝑢𝜕𝑡 − 𝐵𝜕2𝑢𝜕𝑧2 , (19)

where 𝐴 = (𝑛2 − 𝑎2)𝛾𝑤/(1 − 𝑎2)(𝑘V𝑤 − 𝑘V)𝐸(𝛼 + 𝑛2 − 1 + 𝑌),𝐵 = (𝑛2 − 𝑎2)𝑘V/(1 − 𝑎2)(𝑘V𝑤 − 𝑘V).
Equation (19) is substituted into (17) and we get

𝑢𝑤 = 𝑢 + 𝐶𝜕𝑢𝜕𝑡 − 𝐷𝜕2𝑢𝜕𝑧2 , (20)

where 𝐶 = (𝛾𝑤[(𝑛2 − 1)𝑘V𝑤 + 𝑘V]/𝐸(𝛼 + 𝑛2 − 1 +𝑌)(𝑘V𝑤 − 𝑘V))[𝑟2𝑒𝐹𝑐/2𝑘ℎ + 𝑅(𝑛2 − 1)/8𝑘ℎ𝑤] 𝐷 = (𝑘V𝑤𝑘V/(𝑘V𝑤 −𝑘V))[𝑟2𝑒𝐹𝑐/2𝑘ℎ + (𝑛2 − 1)𝑅/(1 − 𝑎2)8𝑘ℎ𝑤].
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Deduce from (20) as

𝜕𝑢𝑤𝜕𝑧2 = 𝜕2𝑢𝜕𝑧2 + 𝐶 𝜕3𝑢𝜕𝑡𝜕𝑧2 − 𝐷𝜕4𝑢𝜕𝑧4 . (21)

Substituting (19) into (21) is deduced as

𝐷𝜕4𝑢𝜕𝑧4 − 𝐶 𝜕3𝑢𝜕𝑡𝜕𝑧2 − (𝐵 + 1) 𝜕2𝑢𝜕𝑧2 + 𝐴𝜕𝑢𝜕𝑡 = 0. (22)

So far, the governing equations as (20) and (22) are
obtained.

The solution can be obtained by using the method of
separation of variables for (22), which can be expressed as

𝑢 (𝑧, 𝑡) = 𝜎0 ∞∑
𝑚=1

2𝑀 sin(𝑀𝐻𝑧) 𝑒−𝛽𝑚𝑡, (23)

𝑢𝑤 (𝑧, 𝑡) = 𝜎0 ∞∑
𝑚=1

2𝑀 [1 − 𝐶𝛽𝑚 + 𝐷(𝑀𝐻)2]
⋅ sin(𝑀𝐻𝑧) 𝑒−𝛽𝑚𝑡, (24)

𝑈 = 1 − ∞∑
𝑚=1

2𝑀2
𝑒−𝛽𝑚𝑡, (25)

where𝑀 = ((2𝑚 + 1)/2)𝜋, (𝑚 = 0, 1, 2, . . .),
𝛽𝑚 = 𝐸 (𝛼 + 𝑛2 − 1 + 𝑌){𝑘V𝑤𝑘V(𝑀𝐻)2

× [𝑟2𝑒𝐹𝑐2𝑘ℎ + (𝑛2 − 1) 𝑅(1 − 𝑎2) 8𝑘ℎ𝑤]
+ [(𝑛2 − 1) 𝑘V + 𝑘V𝑤] }

× (𝛾𝑤{{{
(𝑛2 − 𝑎2)21 − 𝑎2 ⋅ ( 𝐻𝑀)2 + [(𝑛2 − 1) 𝑘V𝑤 + 𝑘V]
× [𝑟2𝑒𝐹𝑐2𝑘ℎ + (𝑛

2 − 1) 𝑅8𝑘ℎ𝑤 ]}}})
−1.

(26)

In order to verify the rationality of the assumptions and
the methods of the consolidation in this paper, the consolida-
tion solution can be degraded.

kw

kh

ks

o

kr(r)

rw rs re r

Figure 3: Five variation patterns of horizontal permeability coeffi-
cient in smear zone.

When𝑋 = 1 and 𝑎 = 0, 𝛽𝑚 changes into

𝛽𝑚 = 𝐸 (𝑛2 − 1 + 𝑌){𝑘V𝑤𝑘V(𝑀𝐻)2
× [𝑟2𝑒𝐹𝑐2𝑘ℎ + (𝑛

2 − 1) 𝑟2𝑤8𝑘ℎ𝑤 ]
+ [(𝑛2 − 1) 𝑘V + 𝑘V𝑤]}

× (𝛾𝑤 {𝑛4(𝐻𝑀)2 + [(𝑛2 − 1) 𝑘V𝑤 + 𝑘V]
× [𝑟2𝑒𝐹𝑐2𝑘ℎ + (𝑛

2 − 1) 𝑟2𝑤8𝑘ℎ𝑤 ]})−1.

(27)

This is the consolidation solution of common composite
foundation provided by Lu et al. [30] that considered the
radial flow within the pile.

When 𝑌 = 1, 𝑘V = 𝑘V𝑤, and 𝑘ℎ = 𝑘ℎ𝑤, 𝛽𝑚 and 𝑈 change
into

𝛽𝑚 = 𝑘V𝐸𝛾𝑤 (𝑀𝐻)2 = 𝑐V(𝑀𝐻)2,
𝑈 = 1 − ∞∑

𝑚=1

2𝑀2
𝑒−𝑀2𝑇V , (28)

where 𝑐V = 𝑘V𝐸/𝛾𝑤, 𝑇V = 𝑐V𝑡/𝐻2.
This is the one-dimensional consolidation solution of

Terzaghi’s theory. The rationality of the consolidation solu-
tion in this paper can be reflected through the above answer
to degradation.

From (13), (23), and (25), it can be seen that the influence
of horizontal permeability coefficient in the influenced zone
to the consolidation solution is reflected mainly by the
parameter 𝐹𝑐, which is related to the changing pattern of
horizontal permeability coefficient. Figure 3 displays a typical
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changing pattern of horizontal permeability coefficient versus𝑟. The solutions of 𝐹𝑐 had been given by Zhang et al. [24] as

𝐹𝑐 = 𝑛2𝑛2 − 1 { 𝑠 − 1𝜅𝑠 − 1 ln (𝜅𝑠) − (𝑠 − 1)2𝑛2 (1 − 𝜅)
+ 2𝑛2 (𝑠 − 1) (𝜅𝑠 − 1)(1 − 𝜅)2 ln

1𝜅 − 2𝑛4 𝑠 − 11 − 𝜅
× (𝑠3 − 13 − 𝑠2 − 13 ) − 1𝑛4 (𝑠 − 1) (𝜅𝑠 − 1)(1 − 𝜅)2
× [𝑠2 − 12 − (𝑠 − 1) (𝜅𝑠 − 1)1 − 𝜅
+ (𝜅𝑠 − 1)2(1 − 𝜅)2 ln

1𝜅]
− 𝑛2 − 𝑠2𝑛4 (1 − 𝑠)21 − 𝜅 + ln

𝑛𝑠 − 34
+ 4𝑛2𝑠2 − 𝑠44𝑛4 } .

(29)

3. Parametric Study and Discussion

In order to study the characters of consolidation of CCSG pile
composite foundation,𝛽𝑚 should be converted to dimension-
less, which can be expressed as

𝛽𝑚𝑡 = 𝜏𝑚𝑇ℎ, (30)

where 𝑇ℎ is the horizontal time factor of the soil, which can
be expressed as

𝑇ℎ = 𝑐ℎ𝑡4𝑟2𝑒 , 𝑐ℎ = 𝐸𝑘ℎ𝛾𝑤 . (31)

In this case, (25) changes into

𝑈 = 1 − ∞∑
𝑚=1

2𝑀2
𝑒−𝜏𝑚𝑇ℎ , (32)

where

𝜏𝑚 = 𝑟2𝑒 (𝛼 + 𝑛2 − 1 + 𝑌)
× {𝑘V𝑤𝑘ℎ (𝑀𝐻)2 [𝑟2𝑒𝐹𝑐2 + (𝑛2 − 1)𝑅𝑘ℎ(1 − 𝑎2) 8𝑘ℎ𝑤]
+ (𝑛2 − 1) + 𝑘V𝑤𝑘V }
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Figure 4: Influence of 𝑛 on consolidation process.
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Figure 5: Influence of 𝐻/𝑑𝑤 on consolidation process.

× ({{{
(𝑛2 − 𝑎2)21 − 𝑎2 ⋅ 𝑘ℎ𝑘V (𝐻𝑀)2
+ [(𝑛2 − 1) 𝑘V𝑤𝑘V + 1]
⋅ (𝑟2𝑒𝐹𝑐2 + 𝑅 (𝑛2 − 1) 𝑘ℎ8𝑘ℎ𝑤 )}}})

−1.
(33)

From the expression of 𝜏𝑚, the dimensionless parameters
influencing the consolidation character of CCSG pile com-
posite foundation include 𝑛, 𝑎, 𝑠, 𝑋, 𝑌, 𝐻/𝑑𝑤 (𝑑𝑤 = 2𝑟𝑤),𝑘ℎ/𝑘V, 𝑘𝑠/𝑘ℎ, 𝑘ℎ/𝑘V𝑤, 𝑘ℎ/𝑘ℎ𝑤, and 𝑘ℎ𝑤/𝑘V𝑤. The influences
of several dimensionless parameters on the consolidation
behaviour of CCSG pile composite foundation were inves-
tigated and some numerical results from different solutions
were compared according to the above formula. The specific
calculation results are shown in Figures 4–11. The calculating
parameters are shown in Table 1.
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Table 1: Parameters used for calculation (𝐼).

Figure no. 𝑛 𝑎 𝑠 𝐻/𝑑𝑤 𝑋 𝑌 𝑘𝑠/𝑘ℎ 𝑘ℎ/𝑘V 𝑘ℎ/𝑘V𝑤 𝑘ℎ𝑤/𝑘V𝑤
4 — 0.2 1.5 20 1000 10 0.6 2 0.001 1

5 4 0.2 1.5 — 1000 10 0.6 2 0.001 1

6 4 0.2 1.5 20 1000 10 0.2 2 0.001 1

7 4 — 1.5 20 — — 0.6 2 0.001 1

8 4 0.2 1.5 20 — — 0.2 2 0.001 1

9 4 0.2 1.5 20 1000 10 0.2 2 — 1

10 4 0.2 1.5 20 1000 10 — 2 0.001 1

11 4 0.2 1.5 20 1000 10 — 2 0.001 1
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Figure 6: Influence of 𝑋 and 𝑌 on consolidation process.
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Figure 7: Influence of 𝑎 on consolidation process.

Figures 4 and 5 show the influence of 𝑛 and 𝐻/𝑑𝑤 on
consolidation behaviour of CCSG pile composite foundation.
It can be seen that consolidation velocity is reduced with
the increase of 𝑛 and 𝐻/𝑑𝑤. In other words, the bigger the
scope of influenced zone, the slower the consolidation rate
is. Figure 4 also shows that the reducing rate of consolidation
velocity decreases with the increase of 𝑛.

Figure 6 shows the influence of 𝑋 and 𝑌 on the consol-
idation behaviour of CCSG pile composite foundation. As
shown in the figure, when the value of 𝑌 is constant, the
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Figure 8: Influence of 𝑘ℎ/𝑘ℎ𝑤 on consolidation process.
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Figure 9: Influence of 𝑘𝑠/𝑘ℎ on consolidation process.

consolidation rate increases with the value of 𝑋. Similarly,
with 𝑋 constant, the larger the value of 𝑌, the faster the
consolidation rate is. So, the consolidation rate should be
accelerated with the increasing of𝑋 and 𝑌.

Figure 7 shows the comparison between several solutions,
including the solution for ordinary granular material pile
composite foundation proposed by Lu et al. [26] and Terza-
ghi’s solution for natural foundation. When 𝑎 = 0,𝑋 = 1,𝑌 =1, 𝑘V = 𝑘V𝑤, and 𝑘ℎ = 𝑘ℎ𝑤, the curve presents the changing of
consolidation degree with time for natural foundation. When
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Figure 10: Influence of 𝑠 on consolidation process.
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Figure 11: Dissipation curves of average pore-pressure at different
depth in foundation.

𝑎 = 0, 𝑋 = 1, and 𝑌 = 10, the curve shows the changing of
consolidation degree with time for ordinary granular material
pile composite foundation. The curves of 𝑎 = 0.2 and 𝑎 = 0.5
are the consolidation degree curves changing with time of
CCSG pile composite foundation. Among these solutions,
only the solution presented in this study takes the characters
of CCSG pile composite foundation into account. As shown
in Figure 7, the consolidation rates given by the present
solution are greater than those given by the other solutions.
It also can be seen that the consolidation rates given by the
present solution and the Lu et al. [26] solution are both greater
than that given by Terzaghi’s solution because the former
two solutions both take the stress concentration from soil to
column into account. These conclusions indicate that CCSG
pile composite foundation performs best in the drainage
consolidation. Because CCSG pile composite foundation has
large diameter of the drainage channel, and the concrete-core
pile as vertical reinforcement, the postloading settlement of
the foundation finished quickly. In addition, the larger the
value of 𝑎, the faster the consolidation rate of CCSG pile
composite foundation is. So, the consolidation rate should be

accelerated with the increase of 𝑎. However, when the value
of 𝑎 reaches 1, CCSG pile composite foundation will convert
to pile foundation and has no drainage function.

Figure 8 shows the influence of 𝑘ℎ/𝑘ℎ𝑤 on consolidation
behaviour of CCSG pile composite foundation under three
different patterns of horizontal permeability coefficient. It
can be seen that when the horizontal permeability coefficient
within soil is smaller than that within the sand-gravel shell,
the consolidation rate is accelerated limited with the decrease
of 𝑘ℎ/𝑘ℎ𝑤. In addition, the curves of consolidation degree
are close to each other, which indicate that the influence of𝑘ℎ/𝑘ℎ𝑤 on consolidation behaviour of CCSG pile composite
foundation is weak. As the concrete-cored pile is considered
as an impervious pile, both the solutions of the soil and sand-
gravel shell are obtained using the consolidation equations, so
taking the radial flow within sand-gravel shell into account is
necessary.

Figure 9 shows the influence of 𝑘𝑠/𝑘ℎ on consolidation
behaviour of CCSG pile composite foundation under the
change of horizontal permeability coefficient of the soil. The
value of 𝑘𝑠/𝑘ℎ can reflect the intensity of disturbance to the
surrounding soil during column construction: the bigger the
value is, the more the disturbance intensity is. It can be
seen from Figure 9 that the consolidation rate of a composite
foundation reduces with the decrease of 𝑘𝑠/𝑘ℎ. In other
words, the consolidation rate of a composite foundation is
enhanced by reducing the disturbance intensity.

Figure 10 shows the influence of 𝑠 on consolidation
behaviour of CCSG pile composite foundation, which repre-
sents the size of the disturbed zone. It can be seen from the
graph that the consolidation rate of a composite foundation
reduces with the increase of 𝑠. In another word, the larger the
disturbance area, the slower the consolidation rate is.

Figure 11 represents the average pore-pressure dissipa-
tion. It can be seen from the graph that the deeper the depth
of foundation, the slower the pore-pressure dissipation speed
is, which means slow consolidation rate of deep foundation
and is consistent with the actual situation.

4. Case Application

4.1. Survey of Experimental Sections. The construction sec-
tion, Liyang Second Bid of Zhenjiang, Liyang Highway, is
located in the Yangtze River valley. The area of treated
embankment of thick and soft ground in section K63 + 046∼
K63 + 087 was 41m × 63m, which was 2583 m2. The CCSG
pile composite foundation treatment was adopted, with a
diameter of 50 cm (the prefabricated low-grade concrete-
cored pile was 20 cm × 20 cm, and the outside diameter of
the sand-gravel shell was 50 cm) and a length of 22 m. The
piles were prefabricated in 3 parts and arranged in equilat-
eral triangle, with 2.1 m spacing between section K63 + 046
and K63 + 066 and 1.9 m between section K63 + 066 and
K63 + 087. One layer of hardcore bed with 50 cm thickness
was placed as cushion together with one layer of geogrid
after the construction of concrete-cored sand-gravel pile.
The ground altitude was 3.1 m, the designed altitude at the
centre of roadbed superface was 8.5 m, and the surcharge
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Table 2: Physical and mechanical parameters of soils.

Soil
layer

Name of soil
layer

Soil layer
thickness/m

𝜔/% 𝛾/(kN/m3) 𝑒0 𝐼𝑃 𝐼𝐿 𝛼(1-2)/MPa−1 𝐸𝑠(1-2)/MPa
Direct shear (Quick shear) 𝑓ak/kPa

c/kPa 𝜑/(∘)

A
Miscellaneous

fill
2.0∼3.7

B Silty clay 1.6∼2.6 32.3 18.4 0.91 10.7 1.01 0.30 7.28 2.0 17.1 125

C Muddy silty clay 6.6∼10.9 38.8 17.9 1.07 11.7 1.35 0.49 4.47 7.0 24.5 65

D-1 Silty clay-silt 0.6∼2.5 35.2 18.3 0.96 11.6 1.27 0.45 5.37 18.0 16.5 105

D-2 Silt-silty clay 0.7∼2.9 33.9 18.5 0.93 10.9 1.35 0.41 5.68 10.0 25.5 150

D-3 Silty clay-silt 0∼4.4 26.6 19.3 0.75 11.7 0.76 0.45 3.94 25.0 13.7 165

E Silty clay 9.6∼10.1 35.0 18.7 0.93 13.0 1.16 0.43 5.29 13.0 12.2 105

F Angular pebbles 250

41

20 21

2.1 1.9

63

K 63+ 046 K63+ 066 K63+ 087

K63+ 056 K63+ 076

Size units (m )

M onitoring sections

Figure 12: Test section layout drawing.

preloading altitude was 11.1 m. The maximum dry density

of embankment filler was 1.84 g/m3, and the slope of the
embankment was 1 : 2. The subgrade was 35 m wide, and the
groundwater level was 1 ∼ 2m below surface. Vibrating
sunk-tube method was used for construction. According to
exploratory boring, CPT, vane shear test and geotechnical
parameter test, the physical and mechanical parameters of
soils in experimental sections are shown in Table 2. The layout
of tested section is shown in Figure 12.

The profile map of instruments at site monitored section
is shown in Figure 13. The layout of instruments at each sec-
tion was as follows.

(1) Three ground settlement poles were placed in the left,
middle, and right position along the width of the
subgrade, respectively.

(2) One 30-meter long layered settlement pile was
embedded at subgrade centre. Twelve settlement rings

were layered on the pile every two meters along the
depth. Meanwhile, nine pore-pressure detectors were
embedded every two meters along the depth.

(3) One inclinometer pile was embedded at subgrade
slope.

(4) Ten soil pressure boxes were embedded in the pile
top, the sand top, and the soil, respectively, at the tri-
angular area consisting of three piles at the subgrade
centre.

(5) Six steel bar stress detectors including one at pile
top, one at pile bottom, and four at pile body were
embedded in each pile of the two chosen piles.

4.2. Comparative Analysis of the Engineering Example

4.2.1. Settlement of Pile Top and Soil. Three settlement meters
were embedded in the right and left shoulders and the centre
of section K63 + 056 and K63 + 076, respectively, to measure
the settlement of soils. Meanwhile another two meters were
embedded in the concrete-cored pile top in the centre of
section K63 + 056 and K63 + 076, respectively, to measure the
settlement of concrete-cored pile top. Settlement meters with
a size of 70 cm× 70 cm were used in the soil. To prevent from
interfering with the settlement of the concrete-cored pile and
to avoid the deflection of the settlement meter on the top of
the pile, meters with a size the same as the concrete-cored
pile section, which was 20 cm × 20 cm, were used on the top
of the pile and were welded to the top directly. Settlement
observation points were set up on tops of the sand-gravel shell
and concrete-cored pile. Stable control point was established
to measure the elevation changes with high precision water
level. The measurement reading was obtained daily in the
early stage of construction and then in every two or three
days after the reading was stable for the settlement-time
curve. The settlement observation process lasted for 285 days.
The variation of settlement in soil in the centre of section
K63 + 056 and K63 + 076 is shown in Figure 14.

From Figure 14, by comparing the settlement of section
K63 + 056 and K63 + 076, it can be seen that until the end,
the settlement in the centre of the section K63 + 056, which
was farther away from the abutment, was 64.9 cm, and the
other one was 47.9 cm. The result indicates that the bigger the
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Figure 14: Settlement of soil surface.

pile spacing is, the bigger the settlement ratio and settlement
are, which also reflects the influence of the pile spacing on the
composite foundation settlement. During the construction of
embankment (the first 110 days), the maximum settlement
rates at section K63 + 056 and K63 + 076 were 0.6 cm and
0.4 cm per day, respectively. During the period of preloading
(the next 10 days), the maximum settlement rate at section
K63 + 056 was 1.5 cm per day and was 1.1 cm per day at section
K63 + 076. As shown in Figure 14, the settlement curves
became horizontal straight, while the maximum lateral dis-
placement was only 1 mm per day by now, indicating that the
immediate settlement of soil was larger. After the applying
of dead load, the settlement rate tended to reduce steadily.
The first-measured settlement rate was 5 mm per month after
dead load had been applied for four months indicating that
the surface settlement had become steady.

In order to validate the theoretical formula derived in
this paper, the construction data of the testing section and
the field measured data at section K63 + 076 were used for
calculating validation and contrastive analysis.

Asaoka method was used to predict the final settlement
of composite foundation according to the settlement data
measured from section K63 + 076. Then, the field test curve
of overall average consolidation degree of CCSG pile com-
posite foundation changing with time was obtained. Finally,

the formula in this paper was amended using the improved
Terzaghi method to satisfy the conditions of step loading in
practical engineering.

As shown in Figure 15, the manner of the theoretical
curve of average consolidation degree changing with time
is similar to that of the curve obtained from field test. The
hysteresis phenomenon is due to the existing settlement
hysteresis after completion of loading. From the figure, it
can be seen that the consolidation rate given by the solution
in this paper is greater than that deduced from field test
data. Considering the error between the observation and
test, a good agreement can be affirmed, which validates the
theoretical solution in this paper.

4.2.2. Pore Water Pressure. The steel-string type pore-
pressure detector was used to monitor the pore-pressure,
with a measuring range up to 200 kPa or 400 kPa. Frequency
meter was used to sense the frequency. In order to determine
the instrument sensitivity coefficient, temperature coefficient,
and sealing performance, the instruments were checked-
out and calibrated before being embedded. The embedded
way was stated in Section 4.1. Nine pore-pressure detectors
were embedded at different depth at section K63 + 056 and
K63 + 076, respectively. No test results were obtained from
section K63 + 076 as the one detector was damaged during
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Figure 15: Variation of consolidation degree of the composite foun-
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Figure 16: Excess pore water pressure with depth.

the abutment excavation. The observation of pore-pressure
went on in parallel with the observation of soil pressure. The
observation results of pore water pressure at primary depth
at section K63+056 were shown in Figure 16.

As shown in Figure 16, at the first three months, with a
filling height of 4.2 m, the variation curves of pore-pressure
were smooth. From day 100 to day 120, the filling height
rose from 4.2 m to 7.9 m, and the pore-pressure at different
depth went up by 9∼28 kPa; meanwhile, the steep and sharp
variation occurred on the curves. After dead load on day 120,
the pore-pressure dissipated rapidly. From the entire depth
range, the pore-pressure did not decrease with the increase
of depth, and the measured maximum pore-pressure was
at the depth of 10 m below surface. The drainage effect of
concrete-cored sand gravel pile is very excellent, which could
be obtained by the phenomenon that pore-pressure rose and
dissipated rapidly.

Figure 17 shows the excess pore water pressure obtained
by the amended theoretical equation. The figure is similar
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Figure 17: Excess pore water pressure with depth obtained by the
theoretical equation.

to Figure 16, which indicates the validity of the theoretical
equation in this paper.

4.2.3. Soil Pressure under Embankment Load. Ten soil pres-
sure boxes were embedded in the triangular area consisting of
three piles in the centre of section K63 + 056 and K63 + 076,
respectively, including three on the top of the pile, three
on the top of sand-gravel, and four in the soil between
piles. The pressure surface of the soil pressure boxes must
face to the measured soil. Meanwhile, the following issues
require attention, including that the soil surface under soil
pressure boxes must be strictly levelled, the material of
backfill soil should be the same with the surrounding soil
(stone removed), and artificial compaction in layers must
be used carefully. The frequency was sensed by a frequency
meter. No test result was obtained from section K63 + 076
because of the damage of soil pressure boxes due to abutment
excavation.

Variations of the pile-soil stress ratio 𝑛𝑠 and shared
load ratio 𝑁 are shown in Figure 18. During embankment
construction and preloading period, 𝑛𝑠 and 𝑁 increased at
first and then decreased. In the early filling period (the first
24 days), when the cumulative filling height was 1.2 m, the
pile-soil pressure ratio 𝑛𝑠 rose from 1.6 to 2.9 and the shared
load ratio 𝑁 rose from 0.09 to 0.16, slowly. From day 25 to
day 100, the filling height grew from 1.2 m to 4.2 m, the pile-
soil pressure ratio rose from 2.9 to 16.8, and the shared load
ratio rose from 0.16 to 0.92. On day 100, after the cumulative
filling height reaching 4.2 m, the pile-soil pressure ratio and
the shared load ratio reached the maximum values 16.8 and
0.92, respectively. From day 100 to day 120, the filling height
rose from 4.2 m to 7.9 m, the pile-soil ratio reduced from 16.8
to 13.2, and the shared load ratio reduced from 0.92 to 0.72.
From finishing preloading (day 100) to observation being
over (day 150), the pile-soil pressure ratio rose from 13.2 to
15, and the shared load ratio rose from 0.72 to 0.82, indicating
that the pile-soil pressure ratio and the shared load ratio still
rose gradually after dead load, the load carried by the pile soil
transferred to the pile top, and the effect of reinforcement on
the composite foundation strengthened continually.
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Figure 18: Variation of pile-soil stress ratio 𝑛𝑠 and shared load ratio𝑁.
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Figure 19: Variation of pile-soil stress ratio 𝑛𝑠 obtained by theoreti-
cal equation.

Figure 19 shows the variation of pile-soil stress ratio𝑛𝑠 obtained by the amended equation, which is similar to
Figure 18. It can be seen that the value of 𝑛𝑠 varied in
different depth and increased when approaching to the
surface. It means that the pile shared greater stress and the
soil undertakes smaller load at the smaller depth place.

5. Conclusions

The general solution for consolidation of CCSG pile compos-
ite foundation under equal strain hypothesis was obtained by
considering the variation of horizontal penetration param-
eter in influence zone, radial flow within the sand-gravel
shell, and the impervious characteristic of concrete-cored
pile in this paper. Meanwhile, this paper also introduced a
series of field tests on CCSG pile composite foundation to
prove the correctness of the general solution, including the
settlement of pile and soil, the pore water pressure, and the
soil pressure under embankment load. It is concluded that the
new style composite foundation patent technology has many
advantages such as small post-construction and differential
post-construction settlement, reliable quality, high bearing
capacity, high speed of settlement, and stability. The following
main conclusions are obtained.

(1) The solution given by Terzaghi is a limited case of
the present solution when 𝑎 = 0, 𝑋 = 1, 𝑌 = 1,𝑘V = 𝑘V𝑤, and 𝑘ℎ = 𝑘ℎ𝑤; the solution for ordinary
granular material pile composite foundation is also a
limited case of the present solution when 𝑎 = 0 and𝑋 = 1. The consolidation rate of CCSG pile composite
foundation is greater than that of natural foundation,
sand drained ground, and ordinary granular material
pile composite foundation.

(2) A parametric study shows that an increase in the
values of 𝑎,𝑋, and𝑌 and a decrease in the values of 𝑛,𝑠, and 𝐻/𝑑𝑤 will accelerate the consolidation rate of
CCSG pile composite foundation.

(3) The analytical solution in this paper was finally vali-
dated with the actual filed measurement data.

(4) The essence of the composite foundation soil is that
the reinforcement and subgrade soil mass undertake
the load from the upper structure. To improve the
bearing capacity of the foundation soil in thick and
soft ground area, the area replacement ratio of piles
can be appropriately improved with the project cost,
and the pile length or the bearing capacity of soft
soil can be increased. Meanwhile, the existence of the
granular columns and the critical pile length in rigid-
flexible piles made the increased pile length difficult
to play a full role. Compared with the rigid pile, the
concrete-cored sand-gravel pile makes full use of the
concrete-cored sand gravel shell capacity of drainage
and consolidation to increase the bearing capacity of
the soft soil.

(5) The total settlement of subgrade of CCSG pile com-
posite foundation during embankment construction
and preloading periods is bigger than that of churning
pile and other composite foundations. The reason
is that the concrete-cored sand gravel shell provides
large diameter vertical drainage channel and reduces
the drainage distance of the soil mass greatly, so the
subsoil can produce larger consolidation settlement
in a short time. Excess pore-pressure can dissipate in
a short time, so the subgrade settlement is faster and
becomes stable quickly. Four months after the pre-
compression at the experimental section, the settle-
ment rate was 5 mm per month, which indicated that
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the settlement becames stable, the precompression
time fits in with that of the common sand drain.

Experimental results illustrate that adopting the concrete-
cored sand-gravel pile composite foundation for thick and
soft ground treatment at bridge head and the controlling
of post-construction settlement is feasible. The test results
also verify the advance, rationality, and validity of CCSG
pile composite foundation. Because of the effect of soft soil
consolidation and composite foundation that take place at the
same time, the soil and the composite foundation interact and
the relative displacement and interaction relationship among
concrete-cored pile, soil, and sand-gravel shell are very
complicated. So the deformation and load characteristics,
especially the reinforcement mechanism under soft load,
remain to be further studied.
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Current fracture analysis models based on fracture mechanics or continuum damage mechanics are still limited in the application
to three-dimensional structure. Based on deformation reinforcement theory coming from elastoperfect plastic theory, unbalanced
force is proposed to predict initiation and propagation of cracks. Unbalanced force is the driving force of time-dependent
deformation according to Perzyna’s viscoplasticity theory. It is also related to the damage driving force in viscoplastic damage model.
The distribution of unbalanced force indicates cracks initiation area, while its direction predicts possible cracks propagation path.
Uniaxial compression test of precrack specimen is performed as verification to this method. The trend and distribution of cracks are
in good agreement with numerical results, proving that unbalanced force is feasible and effective for fracture analysis. The method
is applied in fracture analysis of Xiaowan high arch dam, which is subjected to some cracks in dam due to the temperature control
program. The results show that the deformation and stress of cracks and the stress characteristics of dam are insensitive to grouting
of cracks. The existing cracks are stable and dam heel is still the most possible cracking position.

1. Introduction

Rock and concrete are heterogeneous anisotropic materials,
containing numerous microcosmic voids and flaws. Fracture
is a common and significant failure mode of geotechnical struc-
ture. Fracture evaluation for structure under certain loads,
including crack initiation, propagation, and penetration, is
still an unsolved problem. Thus fracture analysis method for
rock and concrete structure is of significant importance in the
sense of cracking prevention and global stability evaluation.

There is a key problem remaining in fracture analysis for
brittle materials and structures, that is, a feasible fracture cri-
terion. Common fracture criterions include stress criterions
and energetic criterions [1–8]. The former state that failure
occurs when the maximum principal stress in some local
point exceeds the tensile strength. The latter are provided by
linear elastic fracture mechanics, which covers some precise
measurement, such as the stress intensity factor (SIF), energy
release rate, and strain energy density. The stress criterions

are acceptable for bodies without cracks, while the energetic
criterions only work when a certain large crack already exists.

Current numerical methods on fracture analysis include
fracture mechanics [9] and continuum damage mechanics
[10]. Some researchers combine both methods for numerical
failure analysis [11, 12]. Crack propagation simulation could
be concluded as smeared fracture model [1] and discrete
fracture model [13]. Besides, numerical tools have devel-
oped rapidly, including Finite Element Method (FEM) [14],
Extended FEM [15], Element Free Method [16], Bound-
ary Element Method [17], Discrete Element Method [18],
Numerical Manifold Method [19], Discontinuous Deforma-
tion Analysis [20], and Fast Lagrangian Method [21].

The theories and methods mentioned above work well in
planar analysis. There is still severe limitation on the appli-
cability when extended to three-dimensional and complex
structure. Besides, behavior of rock and concrete involves
complex nonlinear overall deformation, which is beyond the
capacity of common numerical methods.
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This paper presents a new approach based on deformation
reinforcement theory [22] to evaluate cracks growth in three-
dimensional structure. Unbalanced force is proposed as a
set of equivalent nodal forces of overstress beyond the
yield surface. Unbalanced force drives time-dependent defor-
mation, as well as damage evolution. The distribution of
unbalanced force indicates crack initiation area, while its
direction predicts potential crack propagation path. Uniaxial
compression test of precrack specimen is performed, which is
in a good agreement with the numerical results. The method
is also applied in fracture analysis of Xiaowan high arch dam.

2. Fracture Analysis Method Based on
Unbalanced Force

2.1. Deformation Reinforcement Theory. Most geotechnical
structures are under complicated configurations and working
conditions. Stability analysis of these engineering structure
could be summarized as a boundary value problem with some
basic equations, including kinematic admissibility, equilib-
rium condition, and constitutive equations. The classical
elastoplastic theory aims at solving the displacement and
stress fields that simultaneously satisfy all the aforementioned
equations. However, the existence of such solution requires
that the structure is stable. Structural instability occurs when
action is greater than resistance. The difference between
action and resistance is overstress, which is the key concept of
the Deformation Reinforcement Theory (DRT) and defined
as the unbalanced force.

For perfect elasto-plastic materials with associative flow
rule, the constitutive equations can be stated as

𝜀̇ = 𝜀̇𝑒 + 𝜀̇𝑝, 𝜀̇𝑒 = C : 𝜎̇;𝐷𝑝 (𝜎, 𝜀̇𝑝) ≥ 𝐷𝑝 (𝜎yc, 𝜀̇𝑝) , ∀𝑓 (𝜎yc) ≤ 0, (1)

where 𝐷𝑝 is defined as the plastic dissipation, 𝐷𝑝(𝜎yc, 𝜀̇𝑝) :=
𝜎yc : 𝜀̇𝑝. 𝜀̇𝑒 and 𝜀̇𝑝 are elastic and plastic strain rates, respec-
tively. C is the flexibility tensor. 𝑓 is the yield function and
𝜎yc is an arbitrary stress state satisfying the yield criterion.
Inequality (1) is known as principle of maximum plastic
dissipation [23], which covers associative flow rule and the
Kuhn-Tucker condition.

Assuming that 𝑡 is a pseudotime, the stress and plastic

strain of material are 𝜎0 and 𝜀
𝑝
0 at time 𝑡0. With a strain incre-

ment in time interval Δ𝑡, a new state 𝜎 and 𝜀𝑝 is achieved.
Thus the linearized plastic strain rate is

𝜀̇
𝑝 = Δ𝜀𝑝Δ𝑡 = Δ𝜀 − C : (𝜎 − 𝜎0)Δ𝑡 = C : (𝜎eq − 𝜎)Δ𝑡 , (2)

where 𝜎eq is termed the trial elastic stress while 𝜀̇𝑝 = 0. 𝜎eq is
also an equilibrium stress field under given loads;

𝜎
eq = 𝜎0 + C

−1 : Δ𝜀. (3)

Applying (2) into Inequality (1), the process of solving
real stress field is turned into the following minimization
problem:

min𝐸 (𝜎yc) , ∀𝑓 (𝜎yc) ≤ 0,
𝐸 (𝜎yc) = 12 (𝜎eq − 𝜎yc) : C : (𝜎eq − 𝜎yc) . (4)

Equation (4) is known as the closest-point projection
method (CPPM) [24], as shown in Figure 1.𝜎yc is an arbitrary
stress field on the yielding surface, which represents the
material resistance after previous minimization process.𝜎eq is
an equilibrium stress field, which could be regarded as certain
stress under external actions.

The minimization objective 𝐸 represents the difference
between the plastic dissipations of the external action and the
material resistance. It is defined as the volume density of the
plastic complementary energy (PCE);

𝐸 = 𝐷𝑝 (𝜎eq, Δ𝜀𝑝) − 𝐷𝑝 (𝜎yc, Δ𝜀𝑝) . (5)

Thus, instability of a material point is equal to the
statement that the external action is greater than the material
resistance: 𝐸 > 0, for all 𝑓(𝜎yc) ≤ 0. As indicated by the
minimization problem, if 𝜎eq > 𝜎yc, the real stress state
minimizes the resistance deficiency in the sense of PCE. In
other words, material resistance capacity is fully developed.

Drucker-Prager yield criterion is adopted in the following
nonlinear calculation:

𝑓 (𝜎) = 𝛼𝐼1 + √𝐽2 − 𝐻, (6)

where 𝐼1 = tr𝜎, 𝐽2 = 𝜎 : 𝜎/2 + 𝐼1/6, and 𝛼 and 𝐻 are
material parameters. With the real stress field 𝜎 solved by (4),
the following characteristic can be proved [22]:

𝜕𝑓𝜕𝜎 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝜎=𝜎 = 𝜕𝑓𝜕𝜎 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝜎=𝜎eq

. (7)

Eventually the following analytical solution of 𝜎 can be
derived:

𝜎 = (1 − 𝑛)𝜎eq + 𝑝I,
𝑛 = 𝑤𝐺√𝐽2 , 𝑝 = −𝑚𝑤 + 3𝑛𝐼1,

𝑚 = 𝛼 (3𝜆 + 2𝐺) , 𝑤 = 𝑓(3𝛼𝑚 + 𝐺) ,
(8)

where 𝐼1 and 𝐽2 are invariants of𝜎eq and 𝜆 and𝐺 are the Lamé
constants.

2.2. Demonstration in FEM. PCE and unbalanced force are
implemented in FEM analysis. Since the process is restricted
to displacement method, the kinematic admissibility is natu-
rally satisfied.

In order to evaluate the global stability of structure under
certain actions, two stress field sets, 𝑆eq and 𝑆yc, are defined for
elastoperfect plastic problem. The two stress sets, respectively,
satisfy the equilibrium condition and the yield criterion as

𝑆eq = {𝜎eq | F = ∫
𝑉
B
𝑇
𝜎

eq𝑑𝑉} ,
𝑆yc = {𝜎yc | 𝑓 (𝜎yc) ≤ 0} , (9)

where B is the displacement gradient matrix, F is equivalent
nodal force vector of external loads, and 𝑉 is structure
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Figure 1: The closest-point projection method.

volume. 𝑆eq and 𝑆yc, respectively, represent external actions
and structural resistance. The real stress field must satisfy
the yield criterion; 𝜎 = 𝜎yc. Equivalent nodal forces of the
difference between the two stress fields, which is the driving
force of structure deformation, can be defined as unbalanced
force as

ΔU = ∫
𝑉
B
𝑇 (𝜎eq − 𝜎yc) 𝑑𝑉 = F − ∫

𝑉
B
𝑇
𝜎𝑑𝑉. (10)

For a given load step, the unbalanced force is the driving
force of deformation in the FE iterations. The principle of
minimum PCE implies that elasto-plastic structures deform
tending to the state where PCE is minimized under certain
actions as

min𝐸 (𝜎eq,𝜎yc) , ∀𝜎eq ∈ 𝑆eq, 𝜎yc ∈ 𝑆yc,
𝐸 (𝜎eq,𝜎yc) = ∫

𝑉

12 (𝜎eq − 𝜎yc) : C : (𝜎eq − 𝜎yc) 𝑑𝑉. (11)

Unbalanced force is the measurement between external
actions and structural resistance. The plastic complementary
energy 𝐸 is a norm of unbalanced force. Once 𝐸 reaches its
minimum value 𝐸min, the unbalanced force stays constant
and the structure suffers steady plastic flow until failure
occurs. Only if 𝐸min = 0, the structure is stable.

In elastoplastic FEM iteration, PCE and unbalanced force
can be calculated by the following steps. First, the nearest
stable stress field 𝜎

yc
1 can be achieved from an arbitrary

equilibrium stress field 𝜎
eq
1 . Then, the nearest equilibrium

stress field 𝜎
eq
2 is also obtained from 𝜎

yc
1 . Finally, structure

stress state tends to the two closest stress fields 𝜎 and 𝜎eq,
as shown in Figure 2. The iteration converges if the plastic
complementary energy is reaching a steady value Δ𝐸0. For
ideal model, Δ𝐸0 is equal to its minimum value Δ𝐸min. IfΔ𝐸min = 0, the structure remains stable and the stress field 𝜎
is the real stress response. Otherwise, the structure is unstable
and PCE is a magnitude estimation of its global instability.
Unbalanced force reflects the structural failure behavior,
including failure position and pattern.

𝜎
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𝜎
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2

𝜎
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Figure 2: Demonstration of the elastoplastic iteration in FEM anal-
ysis.

Figure 3: Sketch map of the precrack specimen.

2.3. Explanation of Unbalanced Force in Viscoplastic Damage
Model. Stress state beyond the yielding surface is unaccept-
able for perfect elastoplasticity. It exists only in the iteration
process of FEM calculation. However, in viscoplasticity mod-
els, it is of explicit physical significance as the driving force of
visco-plasticity deformation. The Perzyna associative visco-
plasticity strain rate could be stated as [25, 26]

̇𝜀vp
𝑖𝑗 = {{{

0, 𝑓 ≤ 0,ΓvpΦ(𝑓) 𝜕𝑄𝜕𝜎 , 𝑓 > 0, (12)

where ̇𝜀vp
𝑖𝑗 is the visco-plasticity strain rate. Γvp is the viscosity

parameter. 𝑓 = 𝑓(𝜎, 𝜅) = 0 is the yield function. 𝑄 is
plastic potential function, and for associative flow rule, 𝑄 =𝑓(𝜎). Φ(𝑓) is overstress function characterized by the yield
function, commonly expressed as Φ(𝑓) = (𝑓/𝑓0)𝑛. 𝑓0 is a
reference constant of the same dimension with yield function𝑓.

According to Perzyna’s visco-plasticity theory, visco-
plasticity strain rate is in proportion to overstress function.𝜕𝑓/𝜕𝜎 represents the direction of ̇𝜀vp

𝑖𝑗 , while Φ(𝑓) reflects

the magnitude of ̇𝜀vp
𝑖𝑗 . If the overstress function is restricted

to yield function, plastic flow occurs only on the condition
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(a) (b)

Figure 4: The precrack specimen and numerical model.

(a) (b)

(c) (d)

Figure 5: Cracks growth and failure mode of specimen test.
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Crack propagation

(b)

Crack propagation

(c)

Crack propagation

(d)

Figure 6: Unbalanced force evolution process at crack tips.

that the yield function value is positive. As the DRT states,
unbalanced force is a set of the equivalent nodal forces of
stress exceeding the yield function, which can be termed as
the driving force of time-dependent deformation.

Unbalanced force is also involved in structural crack
growth analysis based on damage mechanics methods. In
the concept of continuum damage mechanics, the damage
variable is usually related to equivalent plastic strain, that is,
the accumulation of time-dependent deformation. A classical

definition of damage variable is 𝜙 = 1−𝐴/𝐴, where𝐴 is total

area and 𝐴 is intact area [27, 28]. Effective stress tensor in
the undamaged configuration is determined by the damage
variable and the nominal Cauchy stress tensor [29, 30] as

𝜎𝑖𝑗 = 𝜎𝑖𝑗(1 − 𝜙)2 , (13)

where 𝜎𝑖𝑗 is the effective stress tensor and 𝜎𝑖𝑗 is the nominal
Cauchy stress tensor.
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(a) (b)

(c) (d)

Figure 7: Damaged area expansion process at crack tips.
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Figure 8: Distribution of cracks on typical elevation.

Darabi et al. [31] presented a thermoviscodamage model
to describe the damage evolution law, which could be stated
as

̇𝜙 = Γ𝜑0(𝑌(1 − 𝜙)2𝑌0 )𝑞 exp (𝑘𝜀Tot
eff )𝐺 (𝑇) , (14)

where 𝜀Tot
eff = √𝜀𝑖𝑗 𝜀𝑖𝑗 is the effective total strain in the effective

configuration. 𝜀𝑖𝑗 includes both viscoelastic and viscoplastic
components. 𝑞 is the stress dependency parameter and 𝑘 is
a material parameter. Γ𝜑0 and 𝑌0 are the reference damage
viscosity parameter and the reference damage force, respec-

tively. 𝐺(𝑇) is a damage temperature function. 𝑌 is the

damage driving force in the effective configuration, which can
be assumed to have a modified Drucker-Prager-type form as

𝑌 = 𝛼𝐼1 + 𝜏,
𝜏 = √𝐽22 [[[1 +

1𝑑 + (1 − 1𝑑) 𝐽3√𝐽32
]]] ,

(15)

where 𝐼1 and 𝐽2 are the invariants of the effective stress tensor.𝑑 gives the distinction of material behavior in compression
and extension loading conditions, where 𝑑 = 1 implies that𝜏 = √𝐽2. Thus the damage driving force is expressed as

𝑌 = 𝛼𝐼1 + √𝐽2. (16)

Damage evolution requires that 𝑌 > 0; that is, the equi-
librium stress field exceeds the yield function. As stated
above, the equivalent nodal force of stress exceeding the yield
function is unbalanced force, which is the driving force of
damage evolution. Unbalanced force is more explicit than
equivalent plastic strain in the sense of physical significance.
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Figure 10: Numerical model of Xiaowan arch dam.

2.4. Fracture Analysis Method. Unbalanced force is a set
of equivalent nodal forces of plastic stress in the elements
around a node, which reflects the difference between external
actions and structural resistance. The process of FEM itera-
tion is to find a set of additional forces to prevent failure from
occurring, which is minimized in the sense of PCE. If the
additional force, that is, unbalanced force, tends to be zero
in the iteration, the cracks will not initiate or stay in a limit
state. Otherwise, cracks will initiate and propagate, and the
direction and distribution of unbalanced force indicate the
potential failure area.

Thus, occurrence of unbalanced force can be the identi-
fication of local cracks initiation. Meanwhile, as unbalanced
force is related to the damage driving force in the thermo-
viscodamage model, the distribution of unbalanced force
will expand gradually as material damage accumulates. This
process corresponds to the cracks growth and propagation.
In general, its direction predicts the possible path of crack’s
propagation.

Current fracture analysis methods are based on planar
problems, which provide good results dealing with a single
crack or two cracks. When extended to 3D structures, the
fracture criterion and nonlinear calculation efficiency remain
to be solved. Unbalanced force is presented in this paper,
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Figure 11: Distribution of cracks in the dam.

which is of clear physical concept and could be effectively
applied to elato-plastic FEM calculation.

3. Fracture Test and Numerical Analysis of
Precrack Specimen

The strong correlation is found between the distribution of
unbalanced force and the initial point of structural cracking,
which is verified by the following model test and numerical
results.

3.1. Specimen and Numerical Model. The precrack cubic
specimen is made with gypsum, which is 15 cm wide, 15 cm
high, and 5 cm thick, as shown in Figure 3. Steel slices are
inserted during the specimen modeling process and pulled
out once the initial set begins. By this means the precracks are
manufactured. The angle between precrack and horizontal
direction is 30∘, and precrack length is 12 mm.

Numerical model is exactly established according to the
physical test. Precracks are simulated where the correspond-
ing elements are set null. The precrack specimen and numeri-
cal model are illustrated in Figure 4.

3.2. Test and Calculation Results. Uniaxial compression test
of the precrack specimen is performed with its bottom
restrained. The pressure on the top is gradually increased
from 0 MPa to 2.0 MPa by the increment of 0.1 MPa.

The precracks in the left part of specimen initiate first
during the uniaxial compression test, when the pressure
achieves 1.6 MPa. The cracks initiation direction is almost
perpendicular to the precracks trend. With the pressure being
gradually increased, cracks propagation path tends to be
vertical, and precracks at the top right corner begin to initiate
as well. Cracks propagate and eventually penetrate both sides
of the specimen, where failure occurs with a compressive
strength 2.0 MPa. The cracks growth process and final failure
mode are shown in Figure 5.

Nonlinear numerical calculation is applied with the same
constraint conditions and loading procedure. As clearly
shown in (14), the damage evolution law is influenced by
various factors, including stress, strain, strain rate, tempera-
ture, and damage history. The loading process duration of this
test is relatively short, so the temperature effect is ignored.
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Figure 12: Distribution of dam heel unbalanced force of scheme 1.

Table 1: Materials parameters.

E/GPa 𝜇 𝑟/ kN⋅m−3 f c/MPa

Gypsum 5 0.35 2 0.1 0.2

Damaged gypsum 2.5 0.35 2 0.05 0.1

Since gypsum is quasi-brittle material, the time-dependent
deformation of damage evolution process is simplified in
the numerical calculation. For the region where the damage

driving force 𝑌 is greater than the reference damage force𝑌0, gypsum is regarded as damaged and elastic modulus 𝐸,
and shear strengths 𝑓 and 𝑐 are reduced by 50%. In this case,𝑌0 = 10MPa. Table 1 shows the materials parameters.

Unbalanced force distribution and evolution process at
crack tips are shown in Figure 6. When the specimen stays in
a stress state of elasticity, there is no unbalanced force. With
the pressure being increased, unbalanced force occurs at the
precrack tips around the middle left part of the specimen.
As the distribution area expands, the direction of unbalanced

force growth tends to be perpendicular to the precracks. The
unbalanced force eventually goes through the nearest crack
tips, which indicates the most possible propagation path of
specimen fracture.

Damaged area expanding process is shown in Figure 7.
Damaged area appears around the tip of crack and gradually
extends to neighbor elements in the perpendicular direction
to the precracks. At last, the damaged area unites between the
tips of the two parallel precracks.

The existence of unbalanced force indicates that the
model is unable to balance the loads and fracture occurs,
which agrees with the test results. As cracks propagate, a
new structure is achieved and the stress field is redistributed.
Since the crack propagation is a local and quasi-static fail-
ure process, the new structure retains its bearing capacity.
Thus the model is able to sustain the loads and reaches
a new equilibrium state. This process continues until the
load reaches the compressive strength and structural failure
occurs. The distribution of unbalanced force indicates cracks
initiation area, while its direction predicts the possible cracks
propagation path.
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Figure 13: Distribution of unbalanced force in dam of scheme 1.

Figure 14: Distribution of dam body unbalanced force under over-
load 2.0𝑃0 in scheme 2.

4. Fracture Analysis of Arch Dam with Cracks

4.1. Numerical Model. Xiaowan arch dam, with a height
of 292 m, is subjected to some cracks in dam due to the
temperature control program. Most of the cracks distribute
on the middle and bottom elevations of the dam and tend
tangentially to the arch. The average width of these cracks
is 1 mm. Distribution of cracks on typical elevation and on
typical dam section is shown in Figures 8 and 9, respectively.

The size of numerical model is as follows: upstream
300 m, downstream 900 m, and left and right banks 700 m
each. Elevations of dam crest and model bottom are ∇1245 m
and ∇595 m, and thus the model height is 650 m. The model
includes 58989 nodes and 53850 elements, as shown in
Figure 10. There are 11 major cracks that are numbered and
simulated, as shown in Figure 11 and Table 2.

Figure 15: Distribution of dam body unbalanced force under over-
load 2.0𝑃0 in scheme 3.

Figure 16: Distribution of cracks unbalanced force under overload2.0𝑃0 in scheme 1.

Table 2: Numbers of cracks in the dam.

Number Crack

1 13-1

2 13-2

3 20-1

4 20-2

5 22-1

6 22-3

7 22-4

8 25-1

9 28-1

10 28-2

11 30-1

Crack 13-1 in the table means the 1st crack in dam section number 13, and so
on.

Table 3: Material parameters.

E/GPa 𝜇 𝑟/kN⋅m−3 f c/MPa

Foundation 18 0.28 28 1.52 1.33

Dam 23.1 0.2 24 1.4 1.6

Crack 5 0.3 27.5 1.12 0.9

The dam cracks are induced by the improper temperature
control program during construction. Since concrete grout-
ing in the cracks is operated, the dam cracks are simulated
with thin layer elements. The material parameters are shown
in Table 3.

4.2. Fracture Analysis. Structural fracture and parameters
sensitivity analysis are presented. Three schemes are per-
formed, including normal parameters (scheme 1), crack’s
shear strengths 𝑓and 𝑐 reduced by 50% (scheme 2), and
crack’s shear strengths 𝑓and 𝑐 reduced by 75% (scheme 3).
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Figure 17: Distribution of cracks unbalanced force under overload2.0𝑃0 in scheme 2.

Figure 18: Distribution of cracks unbalanced force under overload2.0𝑃0 in scheme 3.

Table 4: Unbalanced forces of dam heel (104 N).

Scheme 𝑃0 1.5𝑃0 2.0𝑃0
1 40249.56 257289.9 415601.5

2 40216.39 257269.2 415560.7

3 40126.59 256869.2 414973.0

Both the hydrostatic pressure 𝑃0 and overload conditions are
included in each scheme.

4.2.1. DamHeel Cracking Analysis. The distribution of unbal-
anced force at dam heel under different loads in scheme 1
is shown in Figure 12. The other two schemes are of similar
distribution. Under the hydrostatic pressure 𝑃0, unbalanced
force rarely occurs and dam heel stays as a global steady state.
As the hydrostatic pressure is overloaded, unbalanced force
area expands and its magnitude increases rapidly, which is
concentrated in the dam heel.

Unbalanced forces of dam heel in three schemes are sum-
marized in Table 4. In the overload conditions, unbalanced
force increases rapidly in dam heel, which is the most possible
location of cracks initiation. As the variation of unbalanced
forces between the three schemes is relatively small, the dam
heel cracking behavior is insensitive to the change of crack
parameters.

4.2.2. Dam Body Cracking Analysis. The distribution of
unbalanced force in dam under different loads in scheme
1 is shown in Figure 13. Under the hydrostatic pressure 𝑃0,
there is a little unbalanced force existing in the right abutment
of the arch dam. As the pressure is overloaded, unbalanced
force occurs in both the dam abutments. Distribution of
unbalanced force in dam is close to the foundation, where
cracks initiate and failure may occur.

Distribution of dam body unbalanced force under over-
load 2.0𝑃0 in schemes 2 and 3 is shown in Figures 14 and
15, respectively. Dam unbalanced force is insensitive to the

Table 5: Unbalanced force of cracks under overload 2𝑃0 (104 N).

Number Crack Scheme 1 Scheme 2 Scheme 3

1 13-1 0.00 0.00 12.54

2 13-2 0.02 0.87 221.69

3 20-1 0.00 0.00 2.83

4 20-2 0.03 0.70 7614.90∗

5 22-1 0.00 0.00 0.00

6 22-3 0.00 0.00 0.00

7 22-4 0.00 0.00 0.00

8 25-1 0.00 0.00 8.00

9 28-1 0.00 0.94 65.95

10 28-2 1.77 345.54 15810.91∗

11 30-1 0.02 6.04 687.85

Dam heel 415601.5 415560.7 414973
∗

Dominating cracks in the propagation process.

13-1

13-2
20-2

28-2

30-1

Figure 19: Local distribution of cracks unbalanced force (scheme 1,
under overload 2.0𝑃0).

change of crack parameters. Crack number 10, that is, the
second crack in dam section number 28, suffers from some
unbalanced force in scheme 3, which indicates the most
sensitive and dangerous crack in the dam. Meanwhile, the
unbalanced force of cracks is much less than that of dam body,
and the latter is still the emphasis of dam cracking prevention.

4.2.3. Analysis for Existing Cracks. The length of unbalanced
force vectors in the cracks is enlarged 20 times since it is
relatively less than that of dam body. Distribution of cracks
unbalanced force under overload 2.0𝑃0 in the three schemes is
shown in Figures 16, 17, and 18, respectively. Cracks initiation
and propagation are very sensitive to the crack parameters. In
other words, the stability of the existing cracks relies on the
quality of concrete grouting in the cracks.

Unbalanced force of cracks under overload 2.0𝑃0 in all
three schemes is summarized in Table 5. Unbalanced force in
dam heel is also listed in Table 5 as comparison. Unbalanced
forces in dam heel increase earlier than the cracks in the
dam. Dam heel contributes most of the unbalanced forces
in all conditions. Namely, dam heel cracking occurs before
any existing crack propagates. Among all existing cracks,
20-2 and 28-2 are the dominating cracks in the process of
fracture propagation, while 30-1 and 13-2 are also possible
initiation area, as shown in Figure 19. The cracks near the
crown cantilever are stable.

4.3. Comparison with Geomechanical Model Test. Results and
conclusions of geomechanical model test are presented as
comparison with numerical method. The final distribution of
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Figure 20: The final distribution of upstream cracks.

upstream cracks is shown in Figure 20. Dam heel cracking
occurs as the overload increases to 1.7∼3.0𝑃0. There is no sign
of existing cracks growth in the dam during the test. Instead,
cracks that occur on the dam surface begin to extend after
the overload reaches 4.0𝑃0. Experimental results indicate that
dam heel cracking, compared with existing cracks in dam,
is the dominating problem of Xiaowan arch dam, which is
corresponding to numerical results.

5. Conclusion

Unbalanced force is proposed based on deformation rein-
forcement theory to analyze fracture behavior, including
initiation and propagation of cracks in 3D structures. Unbal-
anced force is a set of the equivalent nodal forces of stress
exceeding the yield function, which can be termed the driving
force of time-dependent deformation, as well as damage
evolution.

The unbalanced force and damaged area are in good
agreement with precrack specimen test results. The distribu-
tion of unbalanced force indicates cracks initiation area, while
its direction predicts the possible cracks propagation path.

The method is applied in fracture analysis of Xiaowan
high arch dam. Dam heel cracking occurs before any existing
crack propagates, which is the most possible failure mode.
Among all existing cracks, 20-2 and 28-2 are the dominating
cracks in the process of fracture propagation.
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Nonlinear elastic model and elastoplastic model are two main kinds of constitutive models of soil, which are widely used in the
numerical analyses of soil structure. In this study, Duncan and Chang’s EB model and the generalized plasticity model proposed
by Pastor, Zienkiewicz, and Chan was discussed and applied to describe the stress-strain relationship of rockfill materials. The
two models were validated using the results of triaxial shear tests under different confining pressures. The comparisons between
the fittings of models and test data showed that the modified generalized plasticity model is capable of simulating the mechanical
behaviours of rockfill materials. The modified generalized plasticity model was implemented into a finite element code to carry out
static analyses of a high earth-rockfill dam in China. Nonlinear elastic analyses were also performed with Duncan and Chang’s EB
model in the same program framework. The comparisons of FEM results and in situ monitoring data showed that the modified
PZ-III model can give a better description of deformation of the earth-rockfill dam than Duncan and Chang’s EB model.

1. Introduction

The constitutive model of soil is the keystone in the finite
element analyses of geotechnical structures. A suitable con-
stitutive model can simulate the stress-strain relationships of
soils under static or dynamic conditions. Numerical analysis,
especially for finite element method incorporated with soil
constitutive models, has played a very important role in
geotechnical analyses which always include complex bound-
ary conditions, nonlinearity of material, and geometry [1].

Biot presented the famous three-dimensional consolida-
tion theory based on the effective stress theory, equilibrium
equation, and continuity condition [2]. However, it is quite
difficult to give the theoretical solution of Biot’s consolidation
theory except for few simple problems. Up to the 1960s,
with the rapid development of electronic computer and
constitutive models of soils, Biot’s consolidation theory was
successfully implemented in finite element codes to study the
behavior of geotechnical structures [3, 4]. So far, thousands
of constitutive models have been proposed, which can be

mainly grouped in two categories: nonlinear elastic models
and elastoplastic models.

For nonlinear elastic model, the nonlinear characteristic
of soil stress-strain relationship is considered by sectionalized
linearization. A typical nonlinear elastic model is Duncan
and Chang’s Model [5, 6], which has been widely used in
the numerical analyses of earth-rockfill dams, as the model
parameters are quite easy to be determined from conven-
tional triaxial tests. And, a lot of experience of application has
been accumulated for this model. However, nonlinear elastic
models also have some inherent limitations to represent the
stress-strain characteristics of soils, such as shear-induced
dilatancy and stress path dependency.

Elastoplastic models would be very adequate in describ-
ing many key features of soils. Classical elastoplastic models
are based on the plastic incremental theory composed of yield
condition, flow rule, and hardening law. In the 1950s, Drucker
et al. (1957) [7] suggested a cap yield surface controlled by
volumetric strain. Roscoe et al. [8, 9] proposed the concepts
of critical state line and state boundary surface, and then



2 Journal of Applied Mathematics

they built the Original Cam Clay Model based on triaxial
tests. Burland [10] suggested a different energy equation
and then established the Modified Cam Clay Model. Since
the establishment of Cam Clay Model, some other types
of elastoplastic constitutive models have also achieved great
development [11–18]. Among these models, the generalized
plasticity model [16, 19, 20] can simulate the static and
dynamic mechanical behaviors of clays and sands. This model
is very flexible and convenient to extend, as the complicated
yield or plastic potential surfaces need not to be specified
explicitly. And the model has been used successfully in the
static or dynamic analyses of some geotechnical structures
[21–24]. Furthermore, based on the framework of generalized
plasticity theory [16], some limitations of the original model
have been solved [25–28], such as pressure dependency, den-
sification under cyclic loading. The details of the generalized
plasticity theory and the original and proposed modified
Pastor-Zienkiewicz-Chan’s models will be introduced in the
sections below.

However, little experience has as yet been accumulated in
applying the generalized plasticity model to the simulation
of rockfill materials. And we know that rockfill material is
quite different from sands in mechanical properties [29–31].
The rockfill material has large particle size and sharp edges
and corners, which can result in remarkable particle breakage
and change the shear-induced dilation [32, 33]. On the other
hand, though the generalized plasticity model has gained
great success in the modeling of soils, the application of this
model in the large-scale finite element analyses of earth dams
was less reported.

In this study, the original generalized plasticity model was
modified to consider the stress-strain relationships of rockfill
materials, as most of previous studies focused on sands
and clays. Then, based on conventional triaxial test data,
the model parameters for dam materials of the Nuozhadu
high earth-rockfill dam in Southwest China are determined.
Finally, the static simulation of this dam is carried out by
using a finite element code incorporating with Duncan and
Chang’s EB model and the modified generalize plasticity
model. The comparison of numerical results and in situ mon-
itoring data illustrates the advantages of modified generalized
plasticity model in the simulation of earth-rockfill dams.

2. Constitutive Model Descriptions

Two constitutive models of soils were used in the finite
element analyses. One is the Duncan and Chang’s EB model
belonging to nonlinear elastic model, the other one is the
generalized plasticity model.

2.1. Duncan and Chang’s Model. Duncan and Chang’s model
[5] is a nonlinear elastic model, which has been widely used
in the geotechnical engineering, especially in the numerical
analyses of earth dams. It is attributed to Kondner [34]
who proposed the hyperbolic stress-strain function below to
describe the deviatoric stress-axial strain curve obtained from
triaxial tests.

Consider

𝜎1 − 𝜎3 = 𝜀1𝑎 + 𝑏𝜀1 , (1)

in which 𝑎 and 𝑏 are model constants.

In this constitutive model, the tangential Young’s modu-
lus𝐸𝑡 and tangential bulk modulus𝐵𝑡 are used to simulate the
nonlinear elastic response of soils, which are assumed to be

𝐸𝑡 = 𝐾𝑃𝑎(𝜎3𝑃𝑎)
𝑛(1 − 𝑅𝑓𝑆𝑙)2,

𝐵𝑡 = 𝐾𝑏𝑃𝑎(𝜎3𝑃𝑎)
𝑚, (2)

where 𝑃𝑎 is the atmospheric pressure,𝐾 and𝐾𝑏 are modulus
numbers, 𝑛 and 𝑚 are exponents determining the rate of
variation of moduli with confining pressure, and 𝑅𝑓 is the
failure ratio with a invariable value less than 1.

The Mohr-Coulomb failure criterion is adopted in the
model, and 𝑆𝑙 is a factor defined as shear stress level given
by

𝑆𝑙 = (1 − sin𝜙) (𝜎1 − 𝜎3)2𝑐 ⋅ cos𝜙 + 2𝜎3 ⋅ sin𝜙 . (3)

In the unloading and reloading stage, the tangential
Young’s modulus is defined as

𝐸𝑢𝑟 = 𝐾𝑢𝑟𝑃𝑎(𝜎3𝑃𝑎)
𝑛. (4)

So far, the model has 8 parameters, 𝑐, 𝜑, 𝐾, 𝐾𝑢𝑟, 𝑛, 𝑅𝑓,𝐾𝑏, 𝑚. These parameters can be determined with a set of
conventional triaxial tests.

In general, a curved Mohr-Coulomb failure envelop is
adopted by setting 𝑐 = 0 and letting 𝜑 vary with confining
pressure according to

𝜑 = 𝜑0 − Δ𝜑 log(𝜎3𝑃𝑎) . (5)

Then parameters 𝑐 and 𝜑 are replaced by 𝜑0 and Δ𝜑.

Although Duncan and Chang’s EB constitutive model is
quite simple, it has gained significant success in geotechnical
engineering. On one hand, it is easy to obtain the model
parameters; on the other hand, much experience has been
accumulated. Nevertheless, it cannot incorporate dilatancy
which has an important influence in the mechanical behavior
of soils. And furthermore, it can only consider unloading
process in a crude way.

2.2. Generalized Plasticity Theory and Its Original

Constitutive Model

2.2.1. Basic Theory. The generalized plasticity theory was
proposed by Zienkiewicz and Mroz (1984) [16] to model the
behaviors of sand under monotonic and cyclic loading. The
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key futures of this theory are that neither yield surface nor
plastic potential surface needs to be defined explicitly, and
consistency law is not required to determine plastic modulus.
In the theory, the total strain increment is divided into elastic
and plastic components.

Consider

𝑑𝜀 = 𝑑𝜀𝑒 + 𝑑𝜀𝑝, (6)

where 𝑑𝜀𝑒 and 𝑑𝜀𝑝 = elastic and plastic strain increments,
respectively.

The relationship between strain and stress increments is
expressed as

𝑑𝜎 = D
𝑒𝑝 : 𝑑𝜀, (7)

where D𝑒𝑝 is the elastoplastic stiffness tensor given as

D𝑒𝑝 = D𝑒 − D𝑒 : n𝑔𝐿/𝑈 : n𝑇 : D𝑒𝐻𝐿/𝑈 + n𝑇 : D𝑒 : n𝑔𝐿/𝑈 , (8)

where D𝑒, n𝑔𝐿/𝑈, n, and 𝐻𝐿/𝑈 are elastic stiffness tensor,
plastic flow direction vector, loading direction vector, and
plastic modulus under loading or unloading conditions,
respectively.

The loading direction vectorn is used to judge the loading
and unloading conditions:

𝑑𝜎𝑇𝑒 ⋅ n > 0 loading,
𝑑𝜎𝑇𝑒 ⋅ n = 0 neutral loading,
𝑑𝜎𝑇𝑒 ⋅ n < 0 unloading.

(9)

Then, the elastoplastic stiffness tensor D𝑒𝑝 can be
obtained corresponding to the loading and unloading con-
ditions.

In the framework of generalized plasticity theory, all the
components of the elastoplastic constitutive matrix are deter-
mined by the current state of stress and loading/unloading
condition.

2.2.2. Pastor-Zienkiewicz-Chan Model. This model was pre-
sented by Pastor et al. [19]. The relationships between elastic
volumetric and shear strain increments and stress increments
are defined as

𝑑𝑝󸀠 = 𝐾𝑒V𝑑𝜀𝑒V, 𝑑𝑞 = 3𝐺𝑒𝑠𝑑𝜀𝑒𝑠 , (10)

where 𝐾𝑒V, 𝐺𝑒𝑠 are tangential bulk and shear moduli, respec-
tively, and they are assumed to be

𝐾𝑒V = 𝐾𝑒𝑠𝑜 𝑝󸀠𝑝𝑜 , 𝐺𝑒𝑠 = 𝐺𝑒𝑠𝑜 𝑝󸀠𝑝𝑜 , (11)

where𝐾𝑒𝑠𝑜, 𝐺𝑒𝑠𝑜, and 𝑝𝑜 are model parameters.

In order to determine the plastic stiffness tensor, variables
n𝑔𝐿/𝑈, n, and 𝐻𝐿/𝑈 need to be defined. n𝑔𝐿/𝑈 and n are
expressed as follows:

n𝑔𝐿 = ( 𝑑𝑔√1 + 𝑑2𝑔 , 1√1 + 𝑑2𝑔)
𝑇

,

n = ( 𝑑𝑓√1 + 𝑑2𝑓 ,
1√1 + 𝑑2𝑓)

𝑇

.
(12)

The dilatancy 𝑑𝑔 and stress ratio 𝜂 = 𝑞/𝑝 are related as
follows:

𝑑𝑔 = 𝑑𝜀𝑝V𝑑𝜀𝑝𝑠 = (1 + 𝛼𝑔) (𝑀𝑔 − 𝜂) . (13)

And 𝑑𝑓 has a similar expression as

𝑑𝑓 = (1 + 𝛼𝑓) (𝑀𝑓 − 𝜂) , (14)

where 𝛼𝑓, 𝛼𝑔 are model parameters and 𝑀𝑔/𝑀𝑓 is equal
to relative density. If 𝑑𝑓 = 𝑑𝑔, associated flow rule is used,
otherwise nonassociated flow rule is used.

In the case of unloading, the unloading plastic flow
direction vector n𝑔𝑈 is defined as

n𝑔𝑈 = (−
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑑𝑔√1 + 𝑑2𝑔
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ,

1√1 + 𝑑2𝑔)
𝑇

. (15)

The loading plastic modulus𝐻𝐿 is proposed as

𝐻𝐿 = 𝐻0𝑝󸀠𝐻𝑓 (𝐻V + 𝐻𝑠)𝐻𝐷𝑀, (16)

where𝐻𝑓 = (1 − 𝜂/𝜂𝑓)4 limits the possible state and 𝜂𝑓 = (1+1/𝛼𝑓)𝑀𝑓,𝐻V = 1−𝜂/𝑀𝑔 accounts for phase transformation;𝐻𝑠 = 𝛽0𝛽1 exp(−𝛽0𝜉) considers soil degradation and 𝜉 is the
accumulated plastic shear strain; 𝐻𝐷𝑀 = (𝜍MAX/𝜍)𝛾 accounts

for past history and 𝜍 = 𝑝[1 − 𝛼𝑓𝜂/(1 + 𝛼𝑓)/𝑀𝑓](−1/𝛼)𝑓
which

is the mobilized stress function; and 𝐻0, 𝛽0, 𝛽1, 𝛾 are model
parameters.

Under unloading condition, the plastic modulus is
defined as

𝐻𝑈 = 𝐻𝑢0(𝑀𝑔𝜂𝑢 )
𝛾𝑢 , 𝑀𝑔𝜂 > 1,

𝐻𝑈 = 𝐻𝑢0, 𝑀𝑔𝜂 ≤ 1, (17)

respectively, where𝐻𝑢0, 𝛾𝑢 are model parameters and 𝜂𝑢 is the
stress ratio from which unloading takes place.
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Figure 1: Simulation of stress-strain relationships for Original PZ-III model.

2.2.3. Modified Model. The Pastor-Zienkiewicz-Chan model
(PZ-III for short) has gained considerable success in describ-
ing the behavior of sands and clays under monotonic and
cyclic loadings. But it still has some shortcomings to predict
the static or dynamic responds of sands, especially for rockfill
materials which are widely used in earth-rockfill dams. The
Original PZ-III model has serious limitation in reflecting
pressure dependency of soils.

Figure 1 shows the stress-strain relationships of a rockfill
material under drained conventional triaxial tests using a
set of parameters under different confining pressures, but
PZ-III model gives the same 𝜀1-𝜀V curve, where 𝜀1, 𝜀V are
axial strain and volumetric strain, respectively. As confining
pressure ranges from 0 kPa to several MPa for a rockfill dam
with height of 200–300 m, the original PZ-III model cannot
be used to describe the mechanical behavior of rockfill dams.

Some relations of the original model are modified to take
into account the influence of confining pressure as

𝐾𝑒V = 𝐾𝑒0𝑝𝑎(𝑝󸀠𝑝𝑎)
𝑚, 𝐺𝑒𝑠 = 𝐺𝑒0𝑝𝑎(𝑝󸀠𝑝𝑎)

𝑛,
𝐻𝐿 = 𝐻0𝑝𝑎(𝑝󸀠𝑝𝑎)

𝑚𝐻𝑓 (𝐻V + 𝐻𝑠)𝐻𝐷𝑀,
(18)

where 𝐾𝑒0 and 𝐺𝑒0 are elastic constants, 𝑚 and 𝑛 are model
parameters to consider the effect of pressure dependency.

As sand behavior is dependent on densities or void ratio,
a state pressure index, 𝐼𝑝, proposed by Wang et al. [35] was
introduced in the PZ-III model and (13) was modified as

𝑑𝑔 = 𝑑𝜀𝑝V𝑑𝜀𝑝𝑠 = (1 + 𝛼𝑔) (𝑀𝑔𝐼𝑝𝑚𝑝 − 𝜂) , (19)

where 𝑚𝑝 is a model parameter and 𝐼𝑝 = 𝑝/𝑝𝑐 in which 𝑝𝑐
is the mean pressure at critical state. The critical state line is
given by

𝑒𝑐 = Γ − 𝜆 log (𝑝𝑐) . (20)

3. Nuozhadu Hydropower Project

Nuozhadu hydropower project is located in the Lancang
River which is also named Mekong River in the down-
stream in Yunnan Province, Southwest China, as shown in
Figure 2(a). The installed capacity of the powerstation is
5850 MW. The most important part of Nuozhadu hydropower
project is the high earth-rockfill dam with a maximum height
of 261.5 m, which is the highest one with the same type in
China and the fourth highest in the world. The reservoir has

a storage capacity of 237.0 × 108 m3, with the normal storage
water level of 812.5 m and dead water level of 765 m.

Figure 3 shows the material zoning and construction
stages of the maximum cross-section. The elevation of the
earth core bottom and the crest of the dam are 562.6 m and
824.1 m, respectively. The dam crest has a longitudinal length
of 630 m with a width of 18 m. The upstream and downstream
slopes are at 1.9 : 1 and 1.8 : 1, respectively. The dam body is
composed of several different types of materials. The shells
of upstream and downstream are composed of decomposed
rock materials. Anti-seepage material in the earth core is clay
mixed with gravel. Adding gravel to the clay can improve the
strength of clay and reduce the arching effect between shells
and earth core. The gravel material consists of fresh crushed
stone of breccia and granite with a maximum diameter of
150 mm. In addition to these, the fine rockfill and filter
materials are filled against the earth core to prevent the fine
particle from being washed away.

The dam construction was started in 2008 and was
completed at the end of 2012. Figure 2(c) shows the dam
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Figure 2: Nuozhadu dam. (a) Nuozhadu dam location, (b) project blueprint, (c) Nuozhadu dam under construction, and (d) dam site
geomorphology.

under construction. Figure 3(b) demonstrates the practical
construction process.

4. Experimental Validation of
Model Parameters

The modified PZ-III model was implemented in a finite
element code which has been successfully used to analyze
earth dams with Duncan and Chang’s EB model and some
other constitutive models. A set of triaxial test data was used
to make sure that the model has been incorporated into the
FEM code accurately.

The proposed generalized plasticity model totally needs
17 parameters. The model parameters used in the computa-
tion of the earth-rockfill dam were obtained by fitting the
triaxial test results. Drained triaxial tests under different con-
fining pressures were conducted to test the rockfill materials
and mixed gravel clay, which are the main parts of the dam
body.

Duncan and Chang’s EB model parameters are shown in
Table 1 and the modified PZ-III model parameters in Table 2.
As shown in Figures 4, 5, 6, 7, 8, and 9, the modified PZ-
III model presents a better ability to simulate the mechanics

Table 1: Material parameters of Duncan and Chang’s EB model.

Material Rockfill I Rockfill II Mixed gravel clay𝜑/∘ 55.82 54.33 39.30Δ𝜑/∘ 12.29 12.07 9.80𝑅𝑓 0.73 0.74 0.77𝐾 1450 1360 520𝐾𝑏 550 600 250𝐾𝑢𝑟 2800 2500 900𝑛 0.30 0.43 0.42𝑚 0.13 0.08 0.25

behavior of rockfill materials and mixed gravel clay, especially
for dilatancy. With the reduction of confining pressure,
the rockfill materials tend to dilate as the experimental
volumetric strain curve shows. Especially for the rockfill
materials under low confining pressure, negative volumetric
strain rapidly develops after a short stage of volumetric
contraction. Due to the intrinsic limitation, Duncan and
Chang’s EB model cannot simulate the dilatancy which is a
crucial feature of rockfill materials.
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Figure 3: The maximum cross-section. (a) Material zoning and (b) construction stage.
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Figure 4: Comparison between fittings of Duncan and Chang’s EB model and experimental triaxial tests results for rockfill material I.
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Figure 5: Comparison between fittings of the modified PZ-III model and experimental triaxial tests results for rockfill material I.
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Figure 6: Comparison between fittings of Duncan and Chang’s EB model and experimental triaxial tests results for rockfill material II.
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Figure 7: Comparison between fittings of the modified PZ-III model and experimental triaxial tests results for rockfill material II.
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Figure 8: Comparison between fittings of Duncan and Chang’s EB model and experimental triaxial tests results for clay.
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Figure 9: Comparison between fittings of the modified PZ-III model and experimental triaxial tests results for clay.

Figure 10: 3D FEM mesh of Nuozhadu dam.

5. Three-Dimensional Finite Element Analyses

5.1. Computation Model. The numerical analyses were per-
formed to simulate the performance of the dam during
construction and impounding periods with effective stress
finite element analysis.

First, the 2D finite element mesh of the maximum cross-
section of the dam was discretized according to the material
zoning and construction design (see Figure 3). Then, the 2D
mesh was extended to 3D mesh in accordance with contour
line of the river valley. Figure 10 shows the 3D mesh of
the Nuozhadu dam with 8095 brick and degenerated brick
elements and 8340 nodes.

The numerical simulations contain two stages, filling and
impounding. During the filling stage, the dam body mainly
subjects to body weight. Then, at the end of construction,
upstream water level goes up to the normal storage water
level. The interaction between pore water and soil skeleton
was considered through the whole numerical computation.

5.2. Results and Analyses

5.2.1. Numerical Results Analyses. Figures 11 and 12 show the
numerical results of finite element analyses with Duncan
and Chang’s EB model and the modified PZ-III model,
respectively.
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Figure 11: Displacement and stress contour of the maximum section for Duncan and Chang’s EB model: (a) displacement along river (m),
(b) vertical displacement (m), (c) major principle stress (MPa), and (d) minor principle stress (MPa).
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Figure 12: Displacement and stress contour of the maximum section for the modified PZ-III model: (a) displacement along river (m), (b)
vertical displacement (m), (c) major principle stress (MPa), and (d) minor principle stress (MPa).

Through the comparison and analysis of the numerical
results (Figures 11 and 12), we can find some similarities and
differences for these two models.

On one hand, we can see many similar places in the
distributions of displacements and stresses.

(1) After the reservoir impounding, due to the huge water
pressure on upstream dam, horizontal displacement
develops toward the downstream, and the largest
displacement is about 1.05 m for EB model and 0.74 m
for modified PZ-III model.

(2) The maximum settlement occurs in the middle of core
wall due to lower modulus of clayey soil.

(3) Because of the tremendous differences of modulus
between rockfill material and clayey soil, there exists
obvious arching effect in the core wall.

(4) Effective stress in upstream shell is less than the
downstream shell due to the water pressure in the
upstream shell.

On the other hand, some differences also exist, which
illustrate the advantages of modified PZ-III model.

(1) After the reservoir is impounded, upward displace-
ment as large as 0.7 m (see Figure 11(b)) develops
on the upstream shell near dam crest for EB model
and nearly 0 m for modified PZ-III model (see
Figure 12(b)). In fact, monitoring data of practical
engineering projects shows that no large upward
displacement happened after impounding. This is
due to its weakness of EB model to distinguish the
loading and unloading condition during the water
impounding.

(2) In the distribution of minor principle stress (Figures
11(d) and 12(d)), negative stress (i.e., tensile stress)
occurs in the upstream shell for EB model, whereas
very little tensile stress exists for modified PZ-III
model. As we know, rockfill material is a typical kind
of cohesionless coarse-grained soil, which means that
it has no tensile strength. Therefore, the existence of
large area of tensile stress in the upstream shell is
unreasonable.

5.2.2. Comparison between Numerical and In Situ Monitoring
Data. Settlement is a key indicator to assess the safety of an
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Table 2: Material parameters of the modified PZ-III model.

Material Rockfill I Rockfill II Mixed gravel clay𝐾0 500 1000 300𝐺0 1500 3000 900𝑚 0.50 0.50 0.50𝑛 0.50 0.50 0.50𝛼𝑓 0.45 0.45 0.45𝛼𝑔 0.45 0.45 0.45𝑀𝑓𝑐 1.05 0.90 0.60𝑀𝑔𝑐 1.60 1.35 1.10𝛽0 0.00 0.00 0.00𝛽1 0.00 0.00 0.00Γ 0.34 0.31 0.34𝜆 0.10 0.09 0.03𝑚𝑝 0.35 0.40 0.0𝐻0 800 1200 900𝛾 5 5 5𝛾𝑢 5 5 5𝐻𝑢0/MPa 9 9 10

earth dam. Figures 13 and 14 show the in situ monitoring data
and FEM results of settlement in the maximum cross-section.
The in situ data were obtained from electromagnetism type
settlement gauges which were embedded during construction
in the dam (as shown in Figure 3(a)). Through the compar-
isons of in situ monitoring and numerical results, we can see
that the modified PZ-III model gave a better prediction than
the EB model. However, as deformation induced by wetting
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Figure 14: Comparison between in situ monitoring settlement and
FEM results.

of rockfill materials was not considered, the FEM result of
settlement was below than the in situ monitoring data.

As an elastoplastic model, the PZ-III model is capable
of representing the mechanical behavior of soils better than
nonlinear elastic model such as Duncan and Chang’s EB
model. And the above finite element analyses also proved it.

6. Conclusions

This paper presents a modified PZ-III model based on the
generalized theory and original Pastor-Zienkiewicz-Chan
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model to simulate the stress-strain relationship of rockfill
materials.

Triaxial test results of the filling materials of Nuozhadu
dam were used to validate the proposed model and determine
the model parameters of Duncan and Chang’s EB model and
the modified PZ-III model, respectively. The simulations of
triaxial stress-strain response show that the modified PZ-
III model is capable of representing the key features of
cohesionless soil, such as nonlinearity, dilatancy, and pressure
dependency.

The proposed model has been incorporated into a finite
element code to simulate the static response of a high earth-
rockfill dam in China. The results were compared with those
of Duncan and Chang’s EB model. The two set of results
have both similarities and differences and the differences
illustrate the advantages of the modified PZ-III model. The
comparisons of FEM results, and in situ monitoring data
showed that the modified PZ-III model can give a better
description of deformation of the earth-rockfill dam than
Duncan and Chang’s EB model.
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Mononobe-Okabe (M-O) method is still employed as the first option to estimate lateral earth pressures during earthquakes by
geotechnical engineers. Considering some simple assumptions and using a closed form method, M-O solves the equations of
equilibrium and suggests seismic active and passive lateral earth pressures. Therefore, the results are true in its assumption range
only, and in many other practical cases, M-O method is not applicable. Noncontinues backfill slopes, cohesive soils, and rising water
behind the wall are some well-known examples in which the M-O theory is irrelevant. Using the fundamental framework of M-O
method, this study proposes an iterative method to overcome the limits of the M-O method. Based on trial and error process, the
proposed method is able to cover many of the defects which regularly occur in civil engineering when M-O has no direct answer.

1. Introduction

Retaining walls are those structures which are usually con-
structed to form roads, stabilize trenches and soil slopes, and
support unstable structures. Figure 1 shows one of the com-
mon configurations of retaining structures, schematically.

Lateral earth pressure model is belonging to the first
group of theories in classical soil mechanics. Coulomb [1]
and Rankine [2] proposed their theories to estimate active
and passive lateral earth pressures. These kinds of theories
propose a coefficient which is a ratio between horizontal
and vertical stress behind retaining walls. Using the ratio,
lateral pressure is simply calculated by the horizontal stress
integration.

Mononobe-Okabe method (M-O), a seismic version
of coulomb theory, was proposed based on pseudostatic
earthquake loading for granular soils. This method applies
earthquake force components using two coefficients called
seismic horizontal and vertical coefficients. Beside other
complex theoretical models and numerical methods, M-O
theory is one of the best initial estimates.

Although M-O is the first choice for engineers to design
retaining walls, some limitations make it incapable to model

most civil engineering projects. This problem rises according
to the simplifier assumptions in M-O method to solve the
equations in a closed form fashion. The contribution of
this paper is primarily to remove these limits and to cover
other problems that M-O has no answer for them. On the
other hand, reports on retaining wall failures during major
or minor earthquakes confirm the necessity of immune
design of retaining structures. Since the stability of retaining
walls plays an important role during and right after an
earthquake, this study strives to provide a reliable tool for
quick engineering designs. The methodology given in this
paper can also be used as a model to study the effect of
earthquake parameters on retaining structures with a specific
geometry or can be reshaped for any other unusual retaining
structures.

2. Mononobe-Okabe Method

Mononobe and Matsuo [3] and Okabe [4] proposed a method
to determine lateral earth pressure of granular cohesionless
soils during earthquake [5]. The method was a modified
version of Coulomb theory [1] in which earthquake forces are
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applied to the failure mass by pseudostatic method. To get a
final simple formulation like other closed form solutions in
geotechnical engineering, M-O uses exact form solution with
simple assumption such as simplicity in geometry, material
behavior, or dynamic loading to make the equations solvable.

Because of the old age of M-O method, tens of studies
have been focused on this area (e.g., [6–8]). An important
study on M-O was carried out by Seed and Whitman [9]. They
confirmed M-O active pressure after long laboratory runs.
However, they recommended more studies on passive theory
of M-O. They also proposed a method to find the location of
resultant force which acts on 1/3 of height in M-O method.
M-O had been studied by others such as Fang and Chen [10]
on the direction of seismic force components on the failure
mass.

Figure 2 shows the parameters and characteristics of M-
O method. In M-O, static force equilibrium is satisfied for a
rigid wedge placed on a failure plane with elastic-perfectly
plastic behavior based on Mohr-Coulomb failure criteria.

Active and passive forces,𝑃𝑎 and𝑃𝑝, are then calculated using
the following equations:

{𝑃𝑎𝑃𝑝} = 12𝛾𝐻2 (1 − 𝐾V) {𝐾𝑎𝐾𝑝} ,
{𝐾𝑎𝐾𝑝}= (cos2 (𝜑 ∓ 𝛼 − 𝜃))

× ( cos 𝜃 × cos2𝛼 × cos (𝛿 ± 𝛼 + 𝜃)
×[1 ± ( sin (𝜑 + 𝛿) × sin (𝜑 ∓ 𝛽 − 𝜃)

cos (𝛿 ± 𝛼 + 𝜃) × cos (𝛽 − 𝛼))
1/2]2)−1,

𝜃 = tan−1 ( 𝐾ℎ1 − 𝐾V

) .
(1)
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Figure 3: Proposed model for passive (a) and active (b) pressure.

It should be noticed that the above formulations were
derived assuming planar failure surfaces. This assumption
has significantly simplified the resultant equations that can
practically capture the contrast between different design
scenarios and parameters. However, in general, planar failure
surfaces usually overestimate passive pressures and might
underestimate active pressure. Moreover, in reality curved
surfaces are more often useable. Therefore, the results of the
current study can be used as upper limits while it should
be considered with caution for active pressure. The works
by Morrison and Ebeling [11], Kumar [12], Subba Rao and
Choudhury [13] and Yazdani and Azad [14] explain how the
planar models can be extended.

3. Mononobe-Okabe Method
Defects and Limitations

Some of the limits of M-O method that cause the method
not to cover many of the usual engineering problems are as
follows.

(a) M-O method is applicable for cohesionless soils only.

(b) Effect of water table behind the wall has not been
considered directly in the formula.

(c) M-O method has no answer when 𝜑 − 𝛽 − 𝜃 ≤ 0.

(d) The conventional problems in civil engineering are
not always wall with continues backfill. Sometimes,
one has to use equivalent forms of M-O method to
model a real problem.

4. Overcome Mononobe-Okabe Method Limits

To overcome M-O limits, the fundamental basis of limit
equilibrium analysis can be used. The difference is the
solution type which is carried out using an iterative process
for various values of 𝜌𝑎 and 𝜌𝑏 to find the minimum and
maximum values of the function instead of using closed form
solutions of differential equations.

4.1. Problem Framework. According to Figure 3, wall dis-
placement and also its direction produce effective forces
on failure mass in both sides of a retaining wall. Variable
parameters have been listed in Table 1. It can be seen that the
main differences between current method and M-O method
are as follows.

(a) Geometry of backfill soil has been modeled in an
engineering configuration. Two real cases with the
same geometry have been illustrated in Figures 4 and
5. Both examples are in north side of Tehran, Iran,
which are located in a high seismic risk zone. Another
similar geometry has been plotted in Figure 6. The
figure also shows the failure mechanism of the wall
in Chi-Chi Earthquake, Taiwan [15].

(b) In addition to soil cohesion, virtual cohesion between
soil and wall material (adhesion) is included in the
model.
Seismic active earth pressure considering 𝑐−𝜑 backfill
has been already evaluated by Prakash and Saran [16]
as well as Saran and Prakash [17]. In their methods,
adhesion was considered identical to cohesion. Das
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Table 1: Parameters of the proposed method.

Parameter Symbol

Wall height H

Water depth h

Wall angle 𝛼
Soil-wall friction angle 𝛿
Backfill angle 𝛽
Soil special weight 𝛾
Saturated soil special weight 𝛾sat
Ref. to Figure 3 A

Ref. to Figure 3 B

Soil internal friction angle 𝜑
Soil cohesion c

Soil-wall cohesion c󸀠

Horizontal earthquake coefficient 𝐾ℎ
Vertical earthquake coefficient 𝐾V

and Puri [18] improved the analysis by considering
different value of cohesion and adhesion. Shukla et
al. [19] presented an idea to extend Mononobe-Okabe
concept for 𝑐 − 𝜑 backfill in such a way to get single
critical wedge surface. Ghosh and Sengupta [20] pre-
sented a formulation to evaluate seismic active earth
pressure including the influence of both adhesion and
cohesion for a nonvertical retaining wall.

(c) Static water table is included in the model to affect the
earth pressure, directly.

(d) The effect of tension crack has been considered. This
effect is quite important in active earth pressure on
retaining wall for cohesive soil backfill [21]. Shukla
et al. [19] showed that for soil backfill with tension
cracks, the total active earth pressure in static con-
dition will increase up to 20%–40% over the case
without tension cracks. Therefore, the effect of tension
cracks in cohesive soil backfill should not be neglected
in the calculation of active earth pressure. Ghosh
and Sharma [22] used the following equation in their
analysis to compute the depth of tension cracked zone
in seismic condition:

𝑍0 = 2𝑐𝛾√𝐾𝑎 ; 𝐾𝑎 (Rankine) = 1 − sin𝜑1 + sin𝜑. (2)

This equation is based on the Rankine theory of active
earth pressure for cohesive backfill under static condition.
The effect of seismic acceleration on the depth of tension
crack is neglected in that analysis. Given that the inclination
of the stress characteristics depends on acceleration level, a
Rankine condition is valid for the vast majority of cantilever
wall configurations under strong seismic action [23]. This is
applicable even to short heel walls, with an error of about 5%
[24, 25].

Shao-jun et al. [21] made an effort to determine the depth
of tension cracked zone under seismic loading and used the
pseudodynamic approach to compute seismic active force on
retaining wall with cohesive backfills.

Figure 4: Geometry of natural slope behind a retaining wall, Tehran,
Iran.

Figure 5: Geometry of backfill behind a retaining wall, Tehran, Iran.
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Figure 7: Effective force diagrams on failure mass (wedge).

In the current research, (2) is adopted to take into account
the effect of tension crack. By this way, the shape of active
wedge in original M-O method is changed from triangular
to trapezoidal, and the resultant active earth pressure will be
computed more realistically. However, in passive condition,
the failure wedge was considered triangular similar to the
conventional M-O method, though this assumption causes
the passive earth pressure to be overestimated.

4.2. Free Body Diagrams. According to limit analysis on the
failure surface which is bilinear in this study, shear stresses are
developed based on Mohr-Coulomb theory. A 2D static set of
equilibriums can simply connect stresses in a force (or stress)
diagram. The diagrams for active and passive conditions have
been shown in Figure 7.

4.3. Solution Methodology. As mentioned, using a closed
form solution is not applicable herein according to the
large number of parameters and nonlinearity of equations.
Therefore, semianalytical iterative calculations for searching
the favorite conditions (𝜌, 𝑃𝑎, and 𝑃𝑝) have been chosen in
this study.

The continuity of the equations is plotted in Figure 8,
where the active pressure is the maximum while the passive
pressure is the minimum points in relevant curves. Since the
equations have one unique global maximum or minimum
value, no sophisticated search algorithm is needed. A simple
scanning search method was coded to pick the critical
(extremum) conditions.

5. Parametric Study

Because of the large number of parameters in each analysis,
deriving complete series of calculation and results seems
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(P
a
)
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Figure 8: Typical active and passive condition curves.

useless. Therefore, this section just reflects results of a para-
metric study on a 10-meter high wall. Backfill soil has specific

weight of 2 g/cm3. Other variables have been explained in
the following subsections. Other undefined parameters like
parameter “𝐴” have been assumed to be zero.

5.1. Effects of Backfill Soil Geometry. To assess the effects of
backfill soil geometry, a backfill soil with various values of 𝛽
and 𝐵/𝐻 (the ratio of slope width to wall height as shown
in Figure 3) and internal friction of soil equal to 30∘ was
considered. Horizontal component of earthquake was set to𝐾ℎ = 0.2. This problem was solved with the standard M-O
and the proposed method. It should be noted that the values
of slope angle in M-O were chosen equal to 𝛽.

Figure 9 shows the results of this analysis. It is clear
that for 𝛽 ≥ 20∘, M-O method has no result. Diagrams
explain that when 𝛽 increases, the difference between the
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Figure 9: Lateral pressure coefficient for various backfill soil geometry.

proposed method and M-O results is significant. However,
this difference decreases when 𝐵/𝐻 decreases. It means that
if variation of 𝛽 (0∼𝛽) occurs near the wall (approximately
for 𝐵/𝐻 < 1), between the results of these methods a large
difference appears. However, the proposed method is more
accurate. As a result, when 𝛽 is near the wall, M-O method is
not economical for active conditions and is not accurate for
passive cases.

5.2. Effects of Water Table behind Wall. In the original M-
O method, water table is not considered directly in the
model, and the earth pressure is given only for the dry
condition. To overcome this deficiency, either a correctness
factor recommended by some design codes should be utilized
or the following relationship must be applied in which the

lateral earth pressure ratio in each dry or saturated region is
imposed on the relevant unit weight:

Total earth pressure (M-O)

= {12𝛾(𝐻 − ℎ)2 + 𝛾ℎ (𝐻 − ℎ) + 12𝛾󸀠 ⋅ ℎ2} × 𝐾𝑎. (3)

However, in the proposed method, the total earth pres-
sure can be simply obtained by the following equation:

Total earth pressure (this study) = 12𝛾 ⋅ 𝐻2 × 𝐾𝑎. (4)

It should be noted that 𝐾𝑎 in the above equations has
no similar value. The reason is hidden in the philosophy



8 Journal of Applied Mathematics

2.5

3

3.5

4

4.5

0 0.2 0.4 0.6 0.8 1

Level of water/height of wall

K
p

(a)

0.45

0.5

0.55

0.6

0.65

0.7

0 0.2 0.4 0.6 0.8 1

Level of water/height of wall

K
a

(b)

Figure 10: Effects of water table on lateral earth pressure coefficients.
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Figure 11: Effects of water table on total lateral earth pressure compared to M-O.

of calculations. In fact, in (4) the weight of the submerged
part of the sliding wedge is considered through the effective
unit weight of soil which is reflected in the force equilibrium
diagram, and then𝐾𝑎 is calculated. The two equations (3) and
(4) can be regenerated in the same way for passive condition
as well.

To investigate the ability of the proposed method in
accounting for water effect on lateral earth pressures, a simple
case has first been solved with the following parameters with
no water table: 𝛽 = 15∘, 𝐵/𝐻 = 2, 𝜙 = 30∘, and 𝐾ℎ =0.2. The results are plotted in Figure 9 that shows perfect
agreement between M-O and the proposed model for the
given geometry. In the second step, the same model was

used with water table varying and 𝛾sat = 𝛾 = 2 g/cm3.
The sensitivity analysis results are illustrated in Figure 10.
This figure shows that increasing water depth will decrease
lateral pressure in both active and passive conditions. The
comparison between M-O based on (3) and this study based
on (4) for passive case is illustrated in Figure 11. These
diagrams reveal that the M-O method outputs are not in the
safe side of design. Since the proposed model honors the
physics of the problem with more details, it offers a better tool
for design purposes.

5.3. Effects of Cohesion and Surface Tension Crack. Almost all
soils have naturally a very small amount of cohesion. Also, in
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Figure 12: Effects of cohesion on lateral earth pressure.

many projects there is no access to a clean granular material
or it is not economical to use such soils. Therefore, usage of
cohesive soil is inevitable.

To better evaluate the effects of cohesion factor on lateral
earth pressure, a wall with horizontal backfill and 𝜙 = 30∘
was analyzed. Analyses have been repeated in the cases of
with and without considering tension cracks for two different
categories of 𝐾ℎ = 0 and 𝐾ℎ = 0.2. Results are reported
in Figure 12 which shows the significant difference in active
coefficient between cohesionless (𝐶 = 0) and cohesive (𝐶 >0) soils. Where𝐾ℎ = 0.2, for minimum 2 t/m2 of cohesion, the
active pressure changes 50% and the passive pressure changes
27%. These two values for 𝐾ℎ = 0 are 70% for the active
pressure and 23% for the passive pressure. Also, it seems that
tension cracks have small effects on the passive pressure while
they are more appropriate for the active conditions.

6. Conclusion

In this paper, the Mononobe-Okabe (M-O) method was
revised, and a new approach with more general picture of
problems in civil engineering was proposed. Based on the
limit equilibrium analysis and a semianalytical procedure,
the proposed model can go over the limitations of closed
form solutions of M-O method. The modified version is also
capable of considering different backfill geometry, cohesion
of backfill soil, soil-wall interaction, and water table behind
the wall. Using the method explained in this paper, seismic
active and passive earth pressure could be calculated in many
usual engineering problems without any approximation.

The parametric study on a 10 m wall was also performed
in the paper to explain the methodology more clearly. The
results reveal this fact that the standard M-O method, in
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some cases, is incapable of offering an answer. Because of its
simple assumptions, M-O sometimes stands in an unsafe side
of design or it overestimates and directs the problem into an
uneconomical design. However, the proposed methodology
relives engineers from some approximations and equivalent
methods. This methodology can be easily rederived to any
other simple or sophisticated problems.
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The reliability of discrete element method (DEM) numerical simulations is significantly dependent on the particle-scale parameters
and boundary conditions. To verify the DEM models, two series of biaxial compression tests on ellipse-shaped steel rods are used.
The comparisons on the stress-strain relationship, strength, and deformation pattern of experiments and simulations indicate that
the DEM models are able to capture the key macro- and micromechanical behavior of inherently anisotropic granular materials
with high fidelity. By using the validated DEM models, the boundary effects on the macrodeformation, strain localization, and
nonuniformity of stress distribution inside the specimens are investigated using two rigid boundaries and one flexible boundary.
The results demonstrate that the boundary condition plays a significant role on the stress-strain relationship and strength of granular
materials with inherent fabric anisotropy if the stresses are calculated by the force applied on the wall. However, the responses of the
particle assembly measured inside the specimens are almost the same with little influence from the boundary conditions. The peak
friction angle obtained from the compression tests with flexible boundary represents the real friction angle of particle assembly. Due
to the weak lateral constraints, the degree of stress nonuniformity under flexible boundary is higher than that under rigid boundary.

1. Introduction

The natural granular materials such as sands and gravels
universally have the characteristics of anisotropy due to
deposition under gravity or compaction. A number of studies
in the bearing capacity of shallow foundations [1–3] and
slope stability [4, 5] demonstrated that the deformation and
strength anisotropy of the granular materials played a signif-
icant role on the geotechnical engineering.

The mechanical behavior of granular materials with
inherent fabric anisotropy has been investigated using almost
all the available laboratory testing methods such as triaxial
compression tests [6, 7], direct shear tests [8, 9], plane strain
compression tests [6, 10, 11], and hollow cylinder torsion shear
tests [10, 12]. All of these experimental results indicate that the
deformation and strength of inherently anisotropic granular
materials are significantly dependent on the direction of

applied stresses with respect to the bedding plane. In order to
correlate these macrodeformation behaviors to the evolution
of fabric characteristics, various new testing technologies
including microstructural observation of thin sections fixed
by resin [13], X-ray CT [14, 15], and stereophotogrammetry
[16] have been used. However, these methods are too expen-
sive or even impossible to capture the particle-scale quantities
during the whole process of deformation.

Instead of making efforts on the particle-scale fabric mea-
surement of real 3D laboratory experiments, the biaxial com-
pression tests were conducted using two-dimensional rod
assemblages [19, 20]. In the tests conducted by Konishi et al.
[19], the photoelastic rods with oval cross-section were used
to investigate the inherent anisotropy and shear strength.
Their test results indicated that the deformation behavior
of these 2D rods resembled that of real granular materials
to a great extent. However, compared to the 3D laboratory
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experiments, it is much easier to catch the evolution of the
fabric characteristics during the deformation process of the
specimen.

The discrete element method (DEM) is capable of pro-
viding the detailed information about particle movement,
rotation, and interaction between particles. A large number
of numerical simulations for the biaxial/triaxial compression
tests [18, 21–25] and direct/simple shear tests [18, 22, 26–
28] have demonstrated that DEM is a powerful tool to study
the microdeformation mechanism of granular materials.
However, these DEM models differ greatly in the simulation
of particle shape and boundary conditions, which have great
effects on the macro- and particle-scale responses of granular
materials.

The present paper aims at simulating the biaxial com-
pression tests of ellipse-shaped steel rod assembly with high
fidelity. The DEM model is validated by comparing the
macro- and particle-scale responses of laboratory experi-
ments and numerical simulations for two series of biaxial
compression tests. The effects of boundary conditions on the
stress-strain relationship, strength, strain localization, and
stress nonuniformity are investigated.

2. Validation of Discrete Element Models

2.1. Biaxial Compression Experiments. Two series of biaxial
compression tests on ellipse-shaped steel rod assembly are
used to validate the DEM models in this paper. The biaxial
compression test equipment was developed by the second
author [17]. Its structure diagram was shown in Figure 1.
A rectangular sample container A, 240 mm in height and
120 mm in width, was constituted by the top plate B, bottom
plate D, and two side plates C. The base E was supported
by the vertical loading platform F of a conventional triaxial
compression apparatus and the component labeled as G
was the reaction frame. During the shearing, the vertical
deformation of the sample was controlled by the vertical
movement of the loading platform F, while the top plate
B was kept immovable. It should be pointed out that the
base E together with both side plates C and bottom plate D
moved upward at the same speed as the movement of loading
platform F in this equipment, which was not common for
the compression tests. The vertical pressure applied on the
sample was measured by the force gauge𝐹𝑇𝑉. The force gauge𝐹𝐿 and 𝐹𝑅 was used to measure the confined pressure applied
on the left and right side platens, respectively. Each of the left
and right side plates C together with the base of the frame
E was installed two displacement sensors, and totally six
displacement sensors, denoted by DT1 to DT6, were used.

The materials tested were the ellipse-shaped steel rods
with a uniform aspect ratio (the ratio of the minor axis length
[𝑑] to the major axis length [𝐷]) of 1 : 2 and a length of 40 mm.
The aggregate of the specimen was made by mixing three
kinds of rods with their major axis length of 4 mm, 2 mm,
and 1 mm. And their mass ratio was controlled to be 8 : 2 : 1.

To investigate the loading direction-dependent responses
of the rod assembly, the specimens with various tilting angles,
denoted by 𝛿, were fabricated as Figure 2 shown. The tilting
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Figure 1: The structure diagram of the biaxial compression test
equipment (Zhang [17]).

angle 𝛿 is defined as the angle between the bedding plane and
the plane of the major principal stress. One black rectangular
frame was used to contain the rod assembly, whose inside
dimensions were 240 mm high, 120 mm wide, and 50 mm
long. To fix the black rectangular frame at a prescribed tilting
angle, one transparent organic glass with marked lines and
holes was used. The specimen with the tilting angle of 𝛿
was fabricated as follows. Firstly, according to the required
tilting angle 𝛿, the horizontal black rectangular frame was
rotated clockwise by the angle of 𝛿 and fixed on the organic
glass using bolts. Then the mixed iron rods were placed into
the frame layer by layer by hand while keeping the major
axis of rods horizontal. When the frame was filled with iron
rods, small shaking was applied for 1 minute to uniform the
rod assembly. After that, the frame was removed from the
organic glass and returned back to the horizontal direction
by rotating counterclockwise by 𝛿. Finally the rod assembly
was pushed horizontally to the rectangular sample container
A of the biaxial compression equipment using an organic
glass plate, which has the same inside width and height as
the frame and the rectangular sample container A. Till now
the specimen with the tilting angle of 𝛿 was prepared and
ready for biaxial compression tests. Two series of biaxial
compression tests by changing tilting angles and confining
pressures were conducted.

2.2. Discrete Element Model. The DEM simulation package
PPDEM developed by Fu and Dafalias [18, 22] was used in
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Figure 2: Specimen fabrication method for the tilting angle of 𝛿: (a) fix the rectangular frame according to the required tilting angle of 𝛿;
horizontally place the mixed rods into the frame layer by layer, (b) remove the rectangular frame when it was filled with rods, and rotate back
to the horizontal direction.
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Figure 3: Specimen preparation and boundary of biaxial compression simulations: (a) fabrication of specimen with a tilting angle of 𝛿 (Fu
and Dafalias [18]) and (b) the boundary control of the specimen.

this study. As described in the papers of Fu and Dafalias [18,
22], the PPDEM is capable of characterizing any noncircular
particle shapes by using “polyarc” element. The initial fabric
anisotropy of the specimen can be well represented by mod-
eling the deposition process under gravity. In addition, local
quantities such as local stress, strain, particle orientation,
rotation, and void ratio can be measured conveniently by
defining a polygon-shaped “mask”, whose vertex is attached
to a particle.

To simulate the biaxial compression experiments of the
rod assembly described above, three particle sizes with the
major axis length of 4 mm, 2 mm, and 1 mm, respectively,
were produced with their number ratio of 1 : 1 : 2, which was
the same as the tested rod assembly. The biaxial compression

specimens with various tilting angles were produced using
the same method as described by Fu and Dafalias [18]. As
Figure 3(a) shows, a “master pack” of 30000 particles was
fabricated firstly by particle pluviation, whose bedding plane
is horizontal. Then the “master pack” was rotated counter-
clockwise by the tilting angle of 𝛿, and the biaxial com-
pression specimens were “trimmed” horizontally out of the
master pack. Around 10000 particles were included in the
“trimmed” specimen with the initial size of 240 mm in height
(𝐻0) and 120 mm in width (𝑊0). The initial void ratios of all
the specimens with different tilting angles were 0.190 ± 0.01.

When the specimen was fabricated, four rigid walls were
applied as the boundary of the specimen. The loading in the
numerical simulations was controlled to be the same as that
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Figure 4: Stress-strain relationship and deformation comparison between experiments and simulations at different tilting angles: (a) 𝛿 = 0∘,
(b) 𝛿 = 30∘, (c) 𝛿 = 60∘, and (d) 𝛿 = 90∘.
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ments and simulations.

in laboratory experiments, which was shown in Figure 3(b).
After the specimen was consolidated isotropically at the
required confining pressure of 𝜎3, the shearing began. In the
vertical direction, the bottom wall moved upward at a speci-
fied rate while the top wall was kept immovable. The two end
walls were free to move in the horizontal direction. For the left
and right lateral walls, the horizontal confining pressure of 𝜎3
was maintained constant by the wall servocontrol. However,
both lateral walls moved vertically at the same speed as the
bottom wall.

As described by Fu et al. [29], the overlap-area contact
law was adopted for the interparticle behavior in PPDEM.
The research conducted by Mirghasemi et al. [30] has
demonstrated that the format of contact laws has minor
effects on the macroscopic behavior of particle assemblage
as long as the model parameters are appropriately selected.
Thus the contact model for the tested steel rods has not been
measured, and the overlap-area contact law is used for the
numerical simulations. By conducting parameter sensitivity
analysis, it is found that two parameters, the interparticle
friction angle and the friction angle between particle and wall,
have significant effects on the macromechanical behavior of
particle assembly. These two parameters are chosen to be
30∘ and 10∘, respectively, by comparing the stress-strain
relationship between experiments and simulations for two
series of tests varied in tilting angles and confining pressures.

2.3. Verification of Discrete Element Model. Two series of bia-
xial compression tests are used to validate the discrete
element models. One is the tests with the tilting angle of 𝛿
varying from 0∘ to 90∘ with interval of 15∘ while keeping the
same confining pressure 𝜎3 = 200 kPa; the other is conducted
by changing the confining pressures at the same tilting angle𝛿 = 0∘. Figures 4(a)–4(d) compare the evolution of the stress
ratio 𝜎1/𝜎3, volumetric strain 𝜀V, and deformation pattern of
laboratory experiments and numerical simulations for the
first series of tests with 𝛿 = 0∘, 30∘, 60∘, and 90∘, respec-
tively. The principal stresses of 𝜎1 and 𝜎3 are calculated
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Figure 6: Stress-strain relationship comparison between experi-
ments and simulations under different confining pressures.

using the same method as the laboratory experiments. The𝜎1 is obtained by dividing the average vertical force of two
end walls by the specimen width, and the 𝜎3 is calculated
by dividing the horizontal force of two lateral walls by the
specimen height.

As Figures 4(a)–4(d) show, the key direction-related
mechanical behavior of granular materials with inherent
fabric anisotropy can be captured by numerical simulations
with high fidelity, although the initial shear modulus of all
simulations is a little bit higher than that of experiments. The
response of the granular materials is significantly dependent
on the loading direction for both simulations and experi-
ments. For 𝛿 = 0∘ and 𝛿 = 30∘, the principal stress ratio𝜎1/𝜎3 reaches a peak followed by strain softening. As the
tilting angle 𝛿 increases, the strain softening is weakened. For𝛿 = 60∘ and 𝛿 = 90∘, the development of the principal stress
ratio 𝜎1/𝜎3 tends to be strain hardening, which progressively
approaches plateaus and then remains constant. With the
continuation of the deformation, the specimen contracts
firstly and then dilates. The dilation is reduced with the
increase of the tilting angle 𝛿. It should be pointed out that
these results are qualitatively similar to the plane strain test
results obtained by Oda et al. [6] and Tatsuoka et al. [10].
In addition, the deformation pattern of specimens at typical
states of A to G visually looks similar, which shows that both
experiments and simulates should possess the same particle-
scale deformation mechanism.

Figure 5 gives the comparison of the peak friction angle𝜙𝑝 with respect to the tilting angle 𝛿. The peak friction angle
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Figure 7: The other two boundaries used for comparison.

𝜙𝑝 corresponds to the maximum principal stress ratio 𝜎1/𝜎3
in Figures 4(a)–4(d), which is calculated through the curve
of the principal stress ratio 𝜎1/𝜎3 versus axial strain 𝜀1 by
assuming zero cohesion. It can be seen that the evolution of
the peak friction angle 𝜙𝑝 with respect to the tilting angle𝛿 follows the same tendency for both experiments and
simulations. As the tilting angle 𝛿 increases, the peak friction
angle 𝜙𝑝 decreases. The biggest difference of 𝜙𝑝 between

simulations and experiments is about 2∘, which happens at𝛿 = 60∘.
Figure 6 shows the comparison of experiments and sim-

ulations for the second series of tests, in which three different
confining pressures are applied for the tilting angle 𝛿 = 0∘. For𝛿 = 0∘, the stress-strain relationship shows the characteristics
of strain softening under three different confining pressures.
The effects of confining pressure can be modeled. With the
increase of confining pressure, the peak strength reduces.
The specimen contracts followed by dilation. The maximum
volumetric contraction increases as the confining pressure
increases.

3. Investigation of Boundary Effects

It should be pointed out that the two lateral platens move ver-
tically at the same speed as the bottom platen in the above
biaxial compression tests and simulations, which is not
common for compression tests. In the following, this mode of
boundary control is denoted by Rigid boundary A. To investi-
gate the effects of boundary condition, two other boundaries
are used as Figure 7 shows. One boundary, denoted by Rigid
boundary B, is the same as Rigid boundary A except that the
two lateral walls are free to move in the vertical direction.

The other boundary, denoted by Flexible boundary, resembles
the conventional triaxial compression tests. The top and
bottom boundaries are simulated by the rigid walls. The two
lateral boundaries are flexible like membrane. The confining
pressure 𝜎3 is directly applied on particles as described by Fu
and Dafalias [18].

3.1. Boundary Effects on the Stress-Strain Relationship and
Strength. Figures 8(a)–8(d) compare the development of the
principal stress ratio 𝜎1/𝜎3 and volumetric strain 𝜀V with axial
strain 𝜀1 under the above three different boundary conditions
for the tilting angle 𝛿 = 0∘, 30∘, 60∘, and 90∘, respectively. All
the principal stresses of 𝜎1 and 𝜎3 are calculated by dividing
the force applied on the wall by the relevant specimen size,
except that the 𝜎3 is directly applied on particles under
Flexible boundary. The averaged specimen width, dividing
the specimen volume by the height, is used to calculate 𝜎1
under Flexible boundary.

It can be seen that the stress-strain relationship and
strength are dependent on the boundary condition. Much
stronger strain softening happens under Flexible boundary
compared to the other two rigid boundaries. For 𝛿 = 60∘
and 90∘, the development of stress ratio 𝜎1/𝜎3 shows strain
hardening characteristics under Rigid boundary A and Rigid
boundary B, while the marked drop of 𝜎1/𝜎3 still occurs
after the peak under Flexible boundary. The reason for the
strong strain softening under Flexible boundary may be due
to the lateral bulging of the specimen at large deformation.
The maximum peak friction angles 𝜙𝑝 and the initial shear
modulus are achieved under Rigid boundary A, and the
corresponding minimum values are obtained under Flexible
boundary for any tilting angle 𝛿. The effects of boundary
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Figure 8: The development of stress ratio 𝜎1/𝜎3 and volumetric strain 𝜀V with axial strain 𝜀1 for three different boundary conditions: (a)𝛿 = 0∘, (b) 𝛿 = 30∘, (c) 𝛿 = 60∘, and (d) 𝛿 = 90∘.
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Figure 10: The development of “real” stress ratio 𝜎1/𝜎3 with axial strain 𝜀1 for three different boundary conditions: (a) 𝛿 = 0∘, (b) 𝛿 = 30∘,
(c) 𝛿 = 60∘, and (d) 𝛿 = 90∘. The 𝜎1 and 𝜎3 are measured inside the specimen by defining a mask.
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Figure 11: Comparison of peak friction angle 𝜙𝑝 under different boundary conditions.

= 0 = 30

= 60 = 90

(a)

= 0 = 30

= 60 = 90

−75 75

(b)

Figure 12: Deformation of biaxial compression tests at axial strain of 15% under Rigid boundary B: (a) overall deformation and (b) contours
of individual particle rotation.
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Figure 13: Deformation of biaxial compression tests at axial strain of 15% under Flexible boundary: (a) overall deformation and (b) contours
of individual particle rotation.

condition on the development of volumetric strain 𝜀V are
not as significant as on the stress ratio 𝜎1/𝜎3. At the initial
stage of volume contraction, the volumetric strain 𝜀V is almost
the same for three different boundary conditions. As the
deformation continues, some minor differences are observed.

The DEM package PPDEM used is capable of measuring
the average local stresses in any domain inside the specimens
by defining a mask as described by Fu and Dafalias [18]. To
obtain “real” average stresses inside the specimens, the mask
is defined firstly as Figure 9 shows. The mask defined under
two rigid boundaries is a little bit smaller than the whole spec-
imen and the same mask is used during the shearing process.
However, under Flexible boundary, due to the distortion of
the specimen, the particles bulged outside are not included
in the mask, and the mask is changed at each 4% axial strain.
The average stresses inside the mask are calculated.

The development of the “real” stress ratio 𝜎1/𝜎3 measured
by the above masks is shown in Figures 10(a)–10(d) for tilting
angle 𝛿 = 0∘, 30∘, 60∘, and 90∘, respectively. It can be
seen that the “real” stress-strain relationship measured inside
the specimen is almost the same except that some minor
difference happens for 𝛿 = 0∘. The minor difference of the𝜎1/𝜎3 among different boundary conditions may be due to
the different masks used. However, reviewing the stress-strain

relationship presented in Figure 8, in which the stresses are
calculated by the force applied on the wall, the stress ratio𝜎1/𝜎3 is affected significantly by the boundary conditions.

To investigate the boundary effects on the strength,
Figure 11 gives the peak friction angle 𝜙𝑝 calculated on the
basis of Figures 8 and 10, which are indicated with “by wall”
and “by mask”, respectively, for three different boundary
conditions. It can be found that the peak friction angle 𝜙𝑝
decreases as the tilting angle 𝛿increases for all cases. The peak
friction angle 𝜙𝑝 calculated “by wall” under Rigid boundary

A is the maximum, which is almost 1.5∘ higher than that
under Rigid boundary B and 3.5∘ higher than that under
Flexible boundary. However, when the “real” stresses inside
the specimen are calculated by “mask”, the difference of
the peak friction angle 𝜙𝑝 among three different boundary

conditions is less than 1∘ as far as the same tilting angle is
considered. In addition, one interesting phenomenon found
in Figure 11 is that, under Flexible boundary, the peak friction
angle 𝜙𝑝 obtained by “wall” is very close to the real value
obtained by mask. The difference between them is less than
1∘, which indicates that the peak friction angle 𝜙𝑝 obtained
usually by triaxial compression tests can represent the true
strength of the granular materials.
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Figure 14: Definition of three different masks.

3.2. Boundary Effects on the Strain Localization. The strain
localization happens in almost all kinds of granular materials
during the shearing process. The shear localization pattern
is very complex and may be affected by many parameters,
among which the effect of the boundary condition is signif-
icant [10, 16]. To study the effects of boundary conditions
on the strain localization, Figures 12 and 13 show the grid
deformation and the particle rotation contours at the axial
strain of 15% under Rigid boundary B and Flexible boundary
for the tilting angle 𝛿 = 0∘, 30∘, 60∘, and 90∘, respectively. The
grid was originally “painted” on the consolidated specimen.
Considering that the specimens have almost the same defor-
mation pattern under two rigid boundaries, only the results
under Rigid boundary B are presented in Figure 12.

It can be seen that the grid deformation and the particle
rotation contour give the same shear localization region.
The primary shear plane is dependent on the boundary
condition. Under Rigid boundary B, the primary shear plane
extends from corner to corner due to the strong constraint
of the four rigid walls. However, under Flexible boundary,
the constraint of the boundary is much weaker, and large
bulging of the particles is found. At any tilting angle 𝛿, the
primary shear plane extends upward from left to right, which
was denoted as Type-b failure plane in Tatsuoka et al. [10].
And the shear localization mainly focuses in the middle part
of the specimen. However, under Rigid boundary B, the
primary shear plane produced is significantly dependent on
the direction of loading. Different types of shear planes are
found when the tilting angle 𝛿 changes from 0∘ to 90∘ as
Figure 12 shows. For𝛿 = 0∘ and 60∘, the shear plane extending

from the left-up corner to the right-down corner is dominant,
which was denoted as Type-a failure plane in Tatsuoka et al.
[10]. For 𝛿 = 30∘, the primary shear plane is Type-b mode.
The X-type shear plane happens for 𝛿 = 90∘.
3.3. Boundary Effects on the Stress Nonuniformity Inside the
Specimen. To investigate the boundary effects on the stress
nonuniformity inside the specimen, three different masks,
denoted by mask-up, mask-mid, and mask-bot, respectively,
are defined in the upper middle, central middle, and bottom
middle part of the specimen as shown in Figure 14. Each mask
contains over 1000 particles. The averaged stresses in these
masks are calculated. Given typical examples of 𝛿 = 0∘ and
90∘, Figures 15 and 16 show the evolution of stress ratio 𝜎1/𝜎3
measured in different masks with axial strain 𝜀1 under the
conditions of Rigid boundary B and Flexible boundary. The
curves of Figure 10 under the same conditions are plotted for
comparison, which are indicated with “mask-whole.”

It can be found that the boundary conditions affect the
stress distribution inside the specimen. The stresses in the
central middle part of the specimen are higher than those
in the upper and bottom parts. And the stresses denoted
by “mask-whole” can represent the average stresses of the
upper middle, central middle, and bottom middle masks. In
addition, the degree of stress nonuniformity under Flexible
boundary is higher than that under Rigid boundary B.
The reason for the high stress nonuniformity under Flex-
ible boundary can be explained as follows. Under Flexible
boundary, the lateral constraints are weak. More particles in
the middle part of the specimen extrude and they cannot
transfer the vertical stresses efficiently. Thus high forces
concentrate in the central middle particles.

4. Conclusion

The DEM numerical simulations are a very promising tool
to investigate the macro- and micromechanical behavior of
granular materials. However, its reliability is significantly
dependent on the particle-scale parameters and boundary
conditions. In this paper, two series of biaxial compression
tests varied in bedding plane inclination angles, and con-
fining pressures are conducted on the ellipse-shaped steel
rod assembly. The DEM models are validated by compar-
ing the stress-strain relationship, strength, and deformation
pattern of experiments and simulations. On this basis, three
different boundary conditions are applied to investigate the
boundary effects on the macrodeformation, strain localiza-
tion, and the nonuniformity of stress distribution inside
the specimen. The main conclusions can be summarized as
follows.

(1) The stress-strain relationship and strength measured
by the force on the wall are significantly dependent
on the boundary conditions. The peak friction angle
obtained under rigid boundary is higher than that
under flexible boundary.

(2) The boundary condition has minor effects on the
mechanical behavior of particle assembly inside
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Figure 15: The evolution of stress ratio 𝜎1/𝜎3 measured in different masks with axial strain 𝜀1 under Rigid boundary B: (a) 𝛿 = 0∘ and (b)𝛿 = 90∘.
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Figure 16: The evolution of stress ratio 𝜎1/𝜎3 measured in different masks with axial strain 𝜀1 under Flexible boundary: (a) 𝛿 = 0∘ and (b)𝛿 = 90∘.
the specimen. The peak friction angle obtained under
flexible boundary is the closest to the real friction
angle of granular materials.

(3) The strain localization pattern of granular materials
with inherent fabric anisotropy is dictated by the
boundary condition and the bedding plane incli-
nation angle. Under the rigid boundary conditions,
various types of shear planes are observed for different
loading directions.

(4) The boundary condition affects the stress distribution
inside the specimen. The degree of stress nonuni-
formity under flexible boundary is higher than that
under rigid boundary due to the weak lateral con-
strains under flexible boundary.
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This paper presents a study on the numerical performance of three contact simulation methods, namely, the interface element,
thin-layer element, and contact analysis methods, through the analysis of the contact behavior between the concrete face slab and
the dam body of a high concrete-faced rockfill dam named Tianshengqiao-I in China. To investigate the accuracy and limitations
of each method, the simulation results are compared in terms of the dam deformation, contact stress along the interface, stresses in
the concrete face slab, and separation of the concrete face slab from the cushion layer. In particular, the predicted dam deformation
and slab separation are compared with the in-situ observation data to classify these methods according to their agreement with the
in-situ observations. It is revealed that the interface element and thin-layer element methods have their limitations in predicting
contact stress, slab separation, and stresses in the concrete face slab if a large slip occurs. The contact analysis method seems to be
the best choice whether the separation is finite or not.

1. Introduction
The cracking of the concrete slab is the most important
factor affecting the safety of concrete-faced rockfill dams
(CFRDs). Accurate computation of stress and deformation in
the concrete slab are key issues for slab cracking assessment.
Numerical methods can be used to predict the deformation
and stress distributions in the concrete face slab, where the
behavior of the interface between the concrete face slab
and the cushion layer plays a significant role. Because the
interface can be treated in different ways, the prediction of
displacement and stress distribution around the interface
may be different. This study focuses on the comparison of
different interface analysis methods through the analysis of
stress and displacement distributions near the interface in the
Tianshengqiao-I CFRD project. The accuracy and limitations
of each method are discussed.

Much attention has been paid to numerical treatment
of the interfaces in geotechnical problems such as buried
structures, jointed rocks, and rockfill dams [1–5]. Interface
behavior often involves large relative movement or even

debonding [6]. Over the past three decades, three numerical
methods have been proposed for simulating the displace-
ment jump along the interface: the interface element, thin-
layer element, and contact analysis methods. The interface
element method originated from the Goodman joint element
approach [2–6]. The basic idea was to introduce a constitutive
model for an interface of zero thickness [6]. This consti-
tutive model may be elastic, rigid-plastic, or elastic-plastic
[2, 6, 7]. As an alternative, a thin-layer element method
[8] was proposed. The thin-layer element method regards
joints or interfaces as conventional continuums described
by solid elements. However, the material modulus for this
thin layer is much lower than that for the intact solid [8–
11]. This thin-layer element method has been successfully
applied to jointed rock masses [10], buried pipes [8], and the
interaction of foundation and soil masses [9, 11]. Either the
interface element or thin-layer element is limited to small
deformation. Different from the previous two numerical
methods, the contact analysis method was proposed to
simulate the contact behaviors between the concrete face
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slab and the cushion layer in the Tianshengqiao-I concrete-
faced rockfill dam [12]. In this contact analysis method,
the concrete face slab and dam body were regarded as two
independent deformable bodies, and the contact interface
was treated using contact mechanics [13]. This method allows
large relative displacements between the concrete face slab
and cushion layer. The physical and mechanical properties of
the interface can also be nonlinear or elastic-plastic. In the
contact analysis method, the detection of the contact is the
key issue. Zhang et al. [12] proposed a local contact detection
method at the element level, where the search is localized
between two elements and thus needs less time. However, the
accuracy of this contact detection method is not acceptable
when the mapping function for element geometry is not
identical to that for displacement interpolation and when the
deformation is large. In this paper, a global contact search
method is proposed based on a radial point interpolation
method [14, 15]. The accuracy of this global search method
is controllable.

In this study, the numerical performance of three numer-
ical simulation methods, namely, the interface element, thin-
layer element, and contact analysis methods is compared
through stress-deformation analysis of a high concrete-faced
rockfill dam. In Section 2, the fundamentals of the three
methods are briefly reviewed. A global search method for
contact detection is proposed based on the radial point
interpolation method. In Section 3, the constitutive models
for the rockfill dam body and the concrete face slab are
presented. The Duncan EB model [16] is employed to describe
the nonlinearity of rockfill materials, and a linear elastic
model is used to describe the mechanical properties of
the concrete face slab. In Section 4, the FEM models and
material parameters are introduced. Section 5 compares the
performance of the three numerical methods using the Tian-
shengqiao-I CFRD project in China as an example. The
separation between the concrete face slab and the cushion
layer, stresses in the concrete face slab, contact stress along the
interface, displacements along the interface, and deformation
of the dam body are compared using the in-situ observations
available. Finally, conclusions are drawn in Section 6.

2. Fundamentals of Numerical Methods for
the Interfaces

2.1. The Contact Problem. With reference to Figure 1, we
consider the contact of two deformable bodies, where the
problem domain Ω is divided into two subdomains Ω1
(bounded by Γ1) and Ω2 (bounded by Γ2). The bodies are
fixed at Γ𝑢 = Γ1𝑢 ∪ Γ2𝑢 and subjected to boundary traction𝑡 at Γ𝑡 = Γ1𝑡 ∪ Γ2𝑡. Γ1𝑐 and Γ2𝑐 are the potential contacting
boundaries of Ω1 and Ω2, respectively, while Γ𝑐 denotes the
exact contact part on Γ1𝑐 and Γ2𝑐.
2.2. Interface Element Method. For the interface element
method (Figure 2), the interface conditions are described by

𝜎 ⋅ n|Γ1𝑐∩Γ𝑐 = 𝜎 ⋅ n|Γ2𝑐∩Γ𝑐[𝛿u] ≥ 0, (1)
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Figure 1: Contact of two deformable bodies.
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Figure 2: Interface element method.

where 𝜎 is the stress tensor, n is the outward normal, and [𝛿u]
denotes the increment of a displacement jump [2, 6]. Such a
problem has the following weak form:

{∫
Ω1

{𝛿𝜀}𝑇 {𝜎} dΩ − ∫
Ω1

{𝛿𝑢}𝑇 {𝑏} dΩ − ∫
Γ1𝑡

{𝛿𝑢}𝑇 {𝑡} dΓ}
+ {∫

Ω2

{𝛿𝜀}𝑇 {𝜎} dΩ−∫
Ω2

{𝛿𝑢}𝑇 {𝑏} dΩ − ∫
Γ2𝑡

{𝛿𝑢}𝑇 {𝑡} dΓ}
+ ∫

Γ𝑐

{𝜎} [𝛿u] dΓ = 0,
(2)

where 𝜀 is the strain tensor, 𝑢 is the displacement, 𝑏 is the
body force, and 𝑡 is the boundary traction. This weak form is
composed of three terms:

𝜋1 + 𝜋2 + 𝜋interface = 0, (3)

where 𝜋1 denotes the terms in the first bracket to express the
potential inΩ1, 𝜋2 denotes the terms in the second bracket to
express the potential inΩ2, and 𝜋interface denotes the last term
to express the potential along the interface Γ𝑐. On discretizing
the interface term𝜋interface, the element stiffness is obtained as

𝐾𝑒in = ∫
𝑆𝑒

𝑇𝑇𝑁𝑇𝑢 [𝐷]𝑒𝑝𝑁𝑢𝑇 d𝑆, (4)

where 𝑇 and 𝑁𝑢 are the transformation matrix and shape
function of the interface element 𝑆𝑒. The material matrix
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[𝐷]𝑒𝑝 is defined using the following constitutive law of an
interface [6]:

{Δ𝜎𝑛Δ𝜏 } = [𝐷]𝑒𝑝 {[Δ𝑢𝑛][Δ𝑢𝑠]} ,
[𝐷]

𝑒𝑝
= [𝑘𝑛 𝑘𝑛𝑠𝑘𝑠𝑛 𝑘𝑠 ] ,

(5)

where 𝜎𝑛, 𝜏 are the normal and shear stresses, 𝑢𝑛, 𝑢𝑠 are
the normal and shear displacements, 𝑘𝑛, 𝑘𝑠 are the normal
and shear stiffness, and 𝑘𝑠𝑛, 𝑘𝑛𝑠 are the coupling stiffnesses
between normal and shear deformations.

Goodman et al. [2] did not consider the coupling effect
between normal and shear deformations. They took the
material matrix as

[𝐷]
𝑒𝑝
= [𝑘𝑛 00 𝑘𝑠] (6)

and the shear stiffness 𝑘𝑠 as

𝑘𝑠 = 𝑘1𝛾𝑤(𝜎𝑛𝑃𝑎)
𝑛1(1 − 𝑅𝑓1𝜏𝜎𝑛𝑡𝑔𝜙)

2, (7)

where 𝑘1 and 𝑛1 are two parameters, 𝜎𝑛 is the normal stress
on the interface, 𝜏 is the shear stress along the interface, 𝑃𝑎 is
the atmospheric pressure, 𝛾𝑤 is the unit weight of water, 𝑅𝑓1
is the failure ratio, and 𝜙 is the angle of internal friction. 𝑘1,𝑛1, 𝑅𝑓1, and 𝜙 are the four parameters to be determined from
direct shear tests. The normal stiffness 𝑘𝑛 is usually given a
large number when the interface element is in compression
and a small number when in tension.

2.3.Thin-Layer ElementMethod. In this method, an interface
is treated as a thin-layer solid element (Figure 3). This thin
layer is given a relatively low modulus and can experience
large deformation [8–11]. The problem shown in Figure 1 with
a thin layer has the following weak form:

𝜋1 + 𝜋2 + 𝜋thin = 0, (8)

where the term on the thin layer, 𝜋thin, is given by

𝜋thin = ∫
𝑉𝐿

{𝛿𝜀}𝑇 {𝜎} d𝑉, (9)
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B

Figure 4: Contact analysis method.

with 𝑉𝐿 denoting the domain of interface Γ𝑐. If 𝑉𝐿 has a finite
thickness of 𝑑, the element stiffness of thin layer element 𝑉𝑒
is

𝐾𝑒th = ∫
𝑉𝑒

𝐵𝑇𝐷𝐵 d𝑉 ≅
𝑑≪𝑆𝑒

𝑑∫
𝑆𝑒

𝐵𝑇𝐷𝐵 d𝑆, (10)

where 𝐵 is the strain matrix, 𝐷 is the material matrix, and𝑆𝑒 is the element length. Previous studies revealed that the
accuracy of element stiffness is sensitive to the aspect ratio𝑑/𝑆𝑒. When the aspect ratio varies in the range of 0.01–0.1,
slippage is modeled quite accurately [8–11].

2.4. Contact Analysis Method

2.4.1. Contact of Two Deformable Bodies. As shown in
Figure 4, the potential contact boundaries are Γ1𝑐 in Γ1 and Γ2𝑐
in Γ2, while the exact contact boundary is denoted as interfaceΓ𝑐, which is usually unknown beforehand. The weak form of
each deformable body is expressed individually as follows.

For deformable body Ω1
{∫
Ω1

{𝛿𝜀}𝑇 {𝜎} dΩ − ∫
Ω1

{𝛿𝑢}𝑇 {𝑏} dΩ − ∫
Γ1𝑡

{𝛿𝑢}𝑇 {𝑡} dΓ}
− ∫

Γ𝑐

{𝛿𝑢}𝑇 {𝑃} dΓ = 0.
(11)

For deformable body Ω2
{∫
Ω2

{𝛿𝜀}𝑇 {𝜎} dΩ − ∫
Ω2

{𝛿𝑢}𝑇 {𝑏} dΩ − ∫
Γ2𝑡

{𝛿𝑢}𝑇 {𝑡} dΓ}
− ∫

Γ𝑐

{𝛿𝑢}𝑇 {𝑃} dΓ = 0,
(12)

where {𝑃} is the interaction force. Upon discretizing the weak
forms in (11) and (12), the following discrete system equation
is obtained for each deformable body:

𝐾11𝑢1 + 𝐾12𝑢12 + 𝐿1𝑃 = 𝑓1 for Ω1, (13)

𝐾22𝑢2 + 𝐾21𝑢21 + 𝐿2𝑃 = 𝑓2 for Ω2, (14)
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where 𝑢1 and 𝑢2 are the displacement increments in Ω1 andΩ2 whose boundaries exclude the exact contact boundary,𝑢12 is the displacement increment along Γ1𝑐, 𝑢21 is the
displacement increment along Γ2𝑐, and 𝑃 is the interaction
force along the contact interface Γ𝑐. It can be proved that 𝑃
is equivalent to the Lagrange multiplier [17, 18].

When the two bodies are not in contact, one body
imposes no constraints on the other, and thus (13) and (14)
are independent of each other and 𝑃 ≡ 0. The displacement
increments 𝑢1 and 𝑢12 are solved using (13), while 𝑢2 and 𝑢21
are determined by (14).

When the two bodies are in contact, one deformable
body imposes constraints on the other. At this time, 𝑢12 and𝑢21 are no longer independent, and 𝑃 is introduced as an
unknown. The contact boundary should satisfy the kinematic
and dynamic constraints. As shown in Figure 4, if point A onΓ1𝑐 coincides with point B on Γ2𝑐, the kinematic constraint is
expressed as [12]

(𝑢A
12 − 𝑢B

21) 𝜂 ≤ TOL, (15)

where 𝜂 is the directional cosine at the contact point and
TOL is the closure distance or contact tolerance. The dynamic
condition is Coulomb’s friction law in our computation:

𝑃𝑡 ≤ −𝜇 ⋅ 𝑃𝑛 ⋅ 𝜂𝑡, (16)

where 𝑃𝑡 is the tangential friction traction force, 𝑃𝑛 is the
normal traction force, 𝜇 is the friction coefficient, and 𝜂𝑡
is the tangential vector in the direction of relative velocity.
Therefore, the unknowns 𝑢1, 𝑢12, 𝑢2, 𝑢21, 𝑃, and Γ𝑐 can be
completely solved from (13)–(16).

2.4.2. Strategy of Searching Contact Points. The contact inter-
face Γ𝑐 is the key unknown in the contact problem. Zhang et
al. [12] used a typical node-edge contact mode to implement
contact detection at the element level. The disadvantage of
this node-edge contact mode is that the accuracy is low.
This study uses curve fitting; that is, the point interpolation
method [14, 15], to detect the exact contact interface Γ𝑐. The
numerical procedure is as follows.

Step 1. Assume potential contact interfaces Γ1𝑐 onΩ1 and Γ2𝑐
onΩ2.
Step 2. Locate the nodal points on the interfaces Γ1𝑐
and Γ2𝑐. There are 𝑀 nodes on Γ1𝑐, denoted by 𝑥11, 𝑥12,. . . , 𝑥1𝑖, . . . , 𝑥1𝑀 and 𝑁 nodes on Γ2𝑐, denoted by 𝑥21, 𝑥22,. . . , 𝑥2𝑖, . . . , 𝑥2𝑁.

Step 3. Interpolate these nodes to form the boundary lines
using the radial point interpolation method [14, 15].

One has

𝑥 = 𝑀∑
𝑖=1

𝑁1𝑖𝑥1𝑖, 𝑥 = 𝑁∑
𝑗=1

𝑁2𝑗𝑥2𝑗, (17)

where the shape functions 𝑁1𝑖, 𝑁2𝑗 are determined using
point interpolation methods [14, 15].

Step 4. Establish the distance function 𝛿 along either bound-
ary line. The point is not in contact when 𝛿 > TOL. Other-
wise, the point is in contact with the other boundary. Identify
the exact contact points through (17). Iterate the same proce-
dure to find out the entire contact boundary.

Step 5. Iterate FEM computation to satisfy the equilibrium of
two deformable bodies and the contact boundary conditions.

Step 6. Update nodal coordinates on the contact boundary.
Carry out the next step computation, and return to Step 3 for
the same search procedure for the contact points.

3. Constitutive Models for Dam Materials

3.1. EB Model for Rockfill Materials. Rockfill materials and
soil masses behave with strong nonlinearity because of the
high stress levels in dams. This nonlinearity is described by
the following incremental Hooke’s law:

{{{
𝑑𝜎𝑥𝑑𝜎𝑦𝑑𝜏𝑥𝑦

}}} = [𝐷]{{{
𝑑𝜀𝑥𝑑𝜀𝑦𝑑𝛾𝑥𝑦

}}}
= [[[[[[[

𝐵𝑡 + 43𝐺𝑡 𝐵𝑡 − 23𝐺𝑡 0
𝐵𝑡 − 23𝐺𝑡 𝐵𝑡 + 43𝐺𝑡 0

0 0 2𝐺𝑡
]]]]]]]
{{{
𝑑𝜀𝑥𝑑𝜀𝑦𝑑𝛾𝑥𝑦

}}} ,
(18)

where 𝐵𝑡 is the bulk modulus, 𝐺𝑡 = 3𝐵𝑡𝐸𝑡/(9𝐵𝑡 − 𝐸𝑡) is
the shear modulus, and 𝐸𝑡 is the deformation modulus. The
Duncan EB model [16] gives the deformation modulus 𝐸𝑡 as
follows:

𝐸𝑡 = 𝑘 ⋅ 𝑃𝑎(𝜎3𝑃𝑎)
𝑛[1 − 𝑅𝑓 (1 − sin𝜙) (𝜎1 − 𝜎3)2𝑐 ⋅ cos𝜙 + 2𝜎3 sin𝜙]

2, (19)

where (𝜎1 − 𝜎3) is the deviatoric stress, 𝜎3 is the confining
pressure, 𝑐 is the cohesion intercept, 𝜙 is the angle of internal
friction,𝑅𝑓 is the failure ratio, 𝑃𝑎 is the atmospheric pressure,
and 𝑘 and 𝑛 are constants.

In the computation, the rockfill material has 𝑐 = 0 and a
variable angle of internal friction 𝜙

𝜙 = 𝜙0 − Δ𝜙 log(𝜎3𝑃𝑎) , (20)

where 𝜙0 and Δ𝜙 are two constants. Another parameter, bulk
modulus 𝐵𝑡, is assumed to be

𝐵𝑡 = 𝑘𝑏𝑃𝑎(𝜎3𝑃𝑎)
𝑚, (21)

where 𝑘𝑏 and𝑚 are constants.

3.2. Linear Elastic Model for the Concrete Face Slab. A linear
elastic model with Young’s modulus 𝐸 and Poisson ratio ] is
used to describe the mechanical properties of the concrete
face slab. No failure is allowed.
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Figure 5: Material zones and construction stages of Tianshengqiao-I CFRD.

Table 1: Design parameters of dam materials.

Mat. number Mat. description
Max. particle size

(cm)
Dry unit weight

(KN/m3)
Void ratio (%)

IIA Processed limestone 8 22.0 19

IIIA Limestone 30 21.5 21

IIIB Limestone 80 21.2 22

IIIC Mudstone and sandstone 80 21.5 22

IIID Limestone 160 20.5 24

4. Computation Models and Parameters

4.1. Tianshengqiao-I Concrete-Faced Rockfill Dam Project.
The Tianshengqiao-I hydropower project is on the Nanpan
River in southwestern China [12]. Its water retaining structure
is a concrete-faced rockfill dam, 178 m high and 1104 m long.

The rockfill volume of the dam body is about 18 million m3,

and the area of the concrete face is 173,000 m2. A surface
chute spillway on the right bank allows a maximum discharge

of 19,450 m3/s. The tunnel in the right abutment is used for
emptying the reservoir during operation. The left abutment
has four power tunnels and a surface powerhouse with a
total capacity of 1,200 MW. Material zoning and construction
stages are shown in Figure 5. The design parameters of the
dam materials are listed in Table 1, and the details of each
construction stage are given in Table 2.

4.2. Computation Section, Procedure, and Material Param-
eters. A two-dimensional finite element analysis was per-
formed [19]. The maximum cross-section (section 0+630m),
which is in the middle of the riverbed, was taken for computa-
tion. Figure 6(a) shows the finite element mesh for the contact
analysis method. It has a total of 402 four-node elements in
the dam body and 46 four-node elements in the concrete
face slab (the concrete face slab is divided into two layers
of elements). The mesh for the interface element method
is shown in Figure 6(b), where a row of interface elements
is placed along the interface between the concrete face slab
and the cushion layer. This mesh model has 23 additional
interface elements compared to the mesh for the contact
analysis model. If the interface elements in Figure 6(b) are
assigned a thickness of 0.3 m, the finite element mesh for the
thin-layer element method is obtained. Because the length of
each element is 12 m, the thin-layer elements have an aspect

Table 2: Construction stages and time.

Filling step Time Remark

A 1996.01–1996.06 Fill dam body

B 1996.07–1997.02 Fill dam body

C 1997.03–1997.05 Cast Phase 1 concrete slab

D and F 1997.02–1997.10 Fill dam body

E 1997.05-1997.05 Water level rises

G 1997.06–1997.10 Water level fluctuation

H and 0 1997.11–1998.01 Fill dam body

1 1997.12–1998.05 Cast Phase 2 concrete slab

2 1997.11-1997.12 Water level rises

3 1998.02–1998.08 Fill dam body

4 1998.06-1998.07 Water level rises

5 1998.08–1999.01 Fill dam body

6 1999.01–1999.05 Cast Phase 3 concrete slab

7 1999.06–1999.09 Store water

ratio of 0.025, in the range of 0.01–0.1 [8–11]. The previous
mesh models show that the dam body and concrete face
slab can be meshed independently for the contact analysis
method. This may produce nonmatching nodes on both sides
of the interface [15]. However, the thin-layer element and
interface element methods usually require matching nodes on
both sides of the interface. This model sets zero displacements
along the rock base [12].

The computational procedure follows exactly the con-
struction stages shown in Figure 5(b). First, blocks A and
B of the dam body were built up to El.682 m. In each
block, layer-by-layer elements were activated to simulate the
construction process, and the midpoint stiffness [20] was
used for the nonlinear constitutive model. Before placement
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Figure 6: Two-dimensional finite element mesh.
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Figure 7: Contours of settlement in the dam body in August 1999 (unit: cm).

of the freshly cast stage-I slab, the calculated displacements
of the dam body were set to zero, and the calculated stresses
were retained. The elements of stage-I slab C were then
activated, and dam construction continued. The impounding
process was simulated by increasing the water level by 10 m
in each increment. The same procedure was repeated until
completion of the whole dam body.

The concrete face slab had an elastic modulus of 3 ×104 MPa and a Poisson’s ratio of 0.2. Table 3 gives the comp-
utational parameters of the rockfill materials for the EB
model. An elastic modulus of 6 MPa and Poisson’s ratio of 0.2
were used for the materials in the thin-layer elements. The
computational parameters for the Goodman interface model
are listed in Table 4.

5. Comparison of the Three Methods

5.1. Deformation of the Dam Body in August 1999. The defor-
mation of the dam body in August 1999 (water level: 768 m)
was predicted by the previous three numerical methods.
Figure 7 compares the contours of the predicted settlement
using these numerical methods with in-situ observations. The
in-situ observation data used in this study were provided
by the HydroChina Kunming Engineering Corporation [21].
Horizontal displacements were measured using indium steel
wire alignment horizontal displacement meters, and settle-
ments were measured using water level settlement gauges. As
shown in Figure 7, the three numerical methods provided
almost identical results and agreed reasonably with the in-situ
observation data.
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Figure 8: In-situ observation points along the interface at 0 + 630
section.

Figure 8 shows the locations of the observation points
along the interface, where C1-H5, C2-H6, C3-H4, and C4-
H2 are the horizontal displacement measurement points and
C3-V7 and C4-V4 are the settlement measurement points.
The settlement-time curves and horizontal displacement-
time curves at typical observation points are displayed in
Figures 9 and 10, respectively. The in-situ observations are
also plotted for comparison. The three numerical methods
predicted almost the same settlements and were in reasonable
agreement with the in-situ observations. The horizontal
displacements predicted by the three numerical methods
were also similar and agreed reasonably with the in-situ
observations.

5.2. Separation of the Concrete Face Slab from the Cushion
Layer. Figures 11 and 12 show the separation of the concrete



Journal of Applied Mathematics 7

Table 3: Computational parameters for the rockfill materials.

Mat. number Density (kg/m3) 𝜙󸀠 [∘] Δ𝜙 [∘] 𝑘 𝑛 𝑅𝑓 𝑘𝑏 𝑚
IIA 2200 50.6 7.0 1000 0.35 0.71 450 0.24

IIIA 2100 52.5 8.0 900 0.36 0.76 400 0.19

IIIB 2100 51.0 13.0 564 0.35 0.85 204 0.18

IIID 2050 51.0 13.5 432 0.30 0.80 300 −0.18

IIIC 2150 45.0 10.0 250 0.25 0.73 125 0.00
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Figure 9: Settlement of the dam body along the interface.
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Table 4: Parameters of the Goodman interface model.

𝜙 [∘] 𝑘1 𝑛1 𝑅𝑓1 𝑘𝑛 (MPa)

Compression Tension

30 1000 0.3 1 10000 1

face slab from the cushion layer at different construction
stages, predicted by the interface element and contact anal-
ysis methods, respectively. Table 5 compares the maximum
opening width and depth predicted by the three numerical
methods with the in-situ observations. The opening width
was measured using a TSJ displacement meter, and the depth
was measured manually using a ruler.

The contact analysis method predicted a maximum open-
ing width of 0.13 m and a depth of 8.0 m for the stage-
I slab, which were in good agreement with the in-situ
observations. The thin-layer element and interface element

Table 5: Comparison of the maximum openings.

Stage-I slab Stage-II slab

Width (m) Depth (m) Width (m) Depth (m)

In-situ observation 0.15 7.2 0.10 5.0

Contact analysis
method

0.13 8.0 0.40 14.0

Thin-layer element
method∗

0 0 0.05 13.2

Interface element
method∗

0 0 0.08 26.4

∗The depth of the tensile stress zone in the interface/thin-layer element is
taken as the opening depth, and the relative displacement is taken as the
opening width.

methods predicted no opening for the stage-I slab. At the
completion of dam body construction, the contact analysis
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Figure 13: Comparison of normal contact stress along the interface.

method predicted a maximum opening width of 0.40 m and
a depth of 14.0 m for the stage-II slab, while the in-situ
observations were much smaller with an opening width of
0.1 m and an opening depth of 5.0 m. The opening widths
predicted using the thin-layer element and interface element
methods were closer to the in-situ observations. However, the
interface element method predicted a much larger opening
depth.

As shown in Figure 11, the opening width and depth
were mesh-size dependent for both the thin-layer element
and interface element methods because they used element
information to determine the separation. The opening depth
was the depth of the tensile stress zone, and the opening width
was the relative displacement. Therefore, the opening width
and depth obtained were used only for reference. Conversely,
the contact analysis method regarded the concrete face
slab and dam body as independent deformable bodies, and
thus the separation could be directly calculated and was
independent of mesh size as shown in Figure 12. Therefore, it
was concluded that the contact analysis method was reliable
and accurate in the prediction of the opening width and
depth. In summary, the contact analysis method was a better
choice for simulating the separation (opening width and
depth) of the concrete face slab from the cushion layer.

5.3. Normal Contact Stress along the Interface. The normal
contact stress along the interface is compared in Figure 13
for the three numerical methods. Figure 13(a) shows the
contact stress immediately before casting the stage-II slab and
Figure 13(b) at the completion of dam body construction. As
shown in Figure 13(a), the maximum normal stress predicted
by the thin-layer element method occurs at the middle
of the interface between the stage-I slab and the cushion
layer, which is not reasonable because the self-weight of the

stage-I slab and water pressure should produce a larger nor-
mal stress at the bottom as predicted by the contact analysis
method. At this stage, the thin-layer element method failed
to predict any separation. Furthermore, thin-layer element
method predicted a tensile stress zone at the top of the
stage-II slab after completion of the dam body construction
(Figure 13(b)). Physically, no tensile stress should exist if
separation of the two materials occurs. Because the thin-
layer element was basically a solid element, it was unsuitable
for separation simulation [9]. The interface element method
predicted oscillatory normal contact stress at both stages, and
the elimination of such oscillation was difficult [3, 22]. In
addition, the interface element method could not predict the
separation before casting the stage-II slab, and the opening
depth was mesh-size dependent. Therefore, both the thin-
layer element and interface element methods could not
correctly compute the contact stress or the separation.

5.4. Stresses in the Concrete Face Slab. The stress distribution
in the concrete face slab, which was complex because of the
deflection of the concrete face slab, was important to the
development of cracks. The shear and normal stresses in the
concrete face slab at the completion of dam body construc-
tion predicted by the three numerical methods, are compared
in Figure 14. Both normal and shear stresses predicted by the
interface element method were oscillatory and nonzero at the
top of the slab. The thin-layer element method predicted less
oscillatory stresses; however, its normal and shear stresses
were also nonzero at the top of the concrete face slab. The
magnitude of the stresses predicted by the contact analysis
method was much lower than the other two methods, and
the normal and shear stresses were zero at the top of the slab.
Moreover, the stress distributions for the concrete face slab
looked reasonable.
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Figure 14: Comparison of stresses in the concrete face slab at completion of the dam body construction.

6. Conclusions

This study compared the interface treatments in the interface
element, thin-layer element, and contact analysis methods,
and their numerical performance in predicting deformation,
slab separation, contact stress along the interface, and stresses
in the concrete face slab in the Tianshengqiao-I concrete-
faced rockfill dam, through two-dimensional finite element
analysis. Numerical results were also compared with the in-
situ observations available. Based on these comparisons, the
following conclusions and understanding can be drawn.

First, the three numerical methods predicted almost the
same settlement and similar horizontal displacement, and
the predicted deformation was in good agreement with the
in-situ observation data. This indicated that the Duncan EB
model used can correctly describe the nonlinearity of this
high concrete-faced rockfill dam.

Second, interface element method cannot correctly sim-
ulate the slab separation. The predicted normal stress along
the interface, and stresses in the concrete face slab were
oscillatory and not accurate enough for cracking assessment.
The thin-layer element method could reasonably predict the
normal stress along the interface in some circumstances.
However, because solid elements were used, there were
intrinsic difficulties in simulating slab separation, and this
often led to inaccurate stress distribution in the concrete slab.

Third, the contact analysis method could physically
and quantitatively simulate the slab separation at different
construction stages of the Tianshenqiao-I high CFRD dam.
The predicted opening width and depth were in reason-
able agreement with the in-situ observations. The normal
contact stress along the interface and the stresses in the
concrete face slab were reasonable. Furthermore, because
no elements were used along the interface, the contact
analysis method allowed nonmatching nodes on both sides

of the interface and could incorporate complex physical
and geometrical properties. The stress distributions obtained
could be used for the evaluation of potential cracking risk in
CFRDs.

The previous discussion indicates that, for contact prob-
lems involving large separation or slipping, the contact
analysis method (as the most physically realistic approach)
is the best numerical method, while the interface element
and thin-layer element methods (as simplified contact treat-
ments) are not applicable. Although the performance of
these two methods can be largely improved through using
more sophisticated constitutive models, applying a tension
cut-off criterion, or allowing node-to-node contact, their
intrinsic limitations (e.g., contact description based on fixed
node pairs) make it difficult for them to obtain satisfactory
results for complex contact problems. However, the contact
analysis method is a relatively new approach for engineering
applications and further studies should be conducted to
improve its computational efficiency and stability.
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The fine fissures of V-diabase were the main stratigraphic that affected the effectiveness of foundation grout curtain in Dagang
Mountain Hydropower Station. Thus, specialized in situ grouting tests were conducted to determine reasonable hole spacing and
other parameters. Considering time variation of the rheological parameters of grout, variation of grouting pressure gradient, and
evolution law of the fracture opening, numerical simulations were performed on the diffusion process of cement grouting in the
fissures of the rock mass. The distribution of permeability after grouting was obtained on the basis of analysis results, and the
grouting hole spacing was discussed based on the reliability analysis. A probability of optimization along with a finer optimization
precision as 0.1 m could be adopted when compared with the accuracy of 0.5 m that is commonly used. The results could provide
a useful reference for choosing reasonable grouting hole spacing in similar projects.

1. Introduction

The Dagang Mountain Hydropower Station, located in
Shimian county of Ya’an City, is the 14th cascade hydropower
station in the main stream of the Dadu River in Sichuan
province. grout curtain is more than 450,000 meters in
length, and the main rock for grouting is granite. Parts
of the grout curtain passed through complex geological
conditions, containing V-diabase dikes, slightly fractured
and contacted with granite in fault type. This may have a
significant influence on the local grout curtain. Therefore, in
situ curtain grouting tests were conducted to determine the
reasonable hole spacing and other parameters in the curtain
grouting.

The grout diffuses from the grouting hole to the rock
cracks under grouting pressure in the batholith. The dis-
tance between the neighboring grouting holes is determined
by the diffusion distance of the grout, which is also the
most important reference for selecting the other technical
parameters and for evaluating the effect of the grouting.
Due to the complex and volatile characteristics of rock mass
and the hidden diffusion grouting process, it is difficult
to monitor the diffusion process during the construction.
Moreover, the previous theoretical and empirical formulas

for calculating the diffusion distance of grout were far from
mature. Thus, the hole spacing is usually selected on the basis
of engineering experiences among several limited numbers
with the accuracy of 0.5 m, namely, 1.5 m, 2 m, 2.5 m, and
3 m. With the development of computation techniques, the
numerical simulation methods were used to calculate the
grouting process with the focus on the grouting technol-
ogy [1–6]. The flow formula of Bingham slurry in one-
dimensional horizontal fissure has been conducted, and the
stiff plug in the centre of the flow was considered as one
of the grouting stop criteria by Xiaodong in 1987 [7]. The
diffusion equation based on the continuity equation and
equilibrium equation has been conducted in recent years [8–
14]. Serialized studies have been conducted on the grouting
using the numerical simulation. However, these researches
placed their emphasis on the calculation of the diffusion
radius for single grouting fissure. In other words, they failed
to consider the time variability of rheological parameters
of cement grout, the fracture opening changes, and the
precipitation law and the consolidation law of cement grout.
There was not quantitative analysis to evaluate the effect of
the grouting in the multifractured rock mass. Therefore, it is
difficult to establish the macroscopical relationship between
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the grout diffusion radius (grouting hole spacing) and the
effect of the grouting. The analysis results were still far away
from the engineering requirements.

In this paper, a fracture network of rock mass was estab-
lished for dual medium grouting by Monte Carlo random
method. The finite element analysis was conducted for the
diffusion process in the fissure and the permeability of
rock mass after grouting. The grouting hole was accordingly
optimized and evaluated on the basis of analysis results.
The analysis was performed based on the diffusion motion
equation of cement grout in a single fracture, with full
consideration of various factors such as the time variability of
rheological parameters of cement grout, the opening change
and the fissure cracking in the grouting process, and the
precipitation of cement particles.

2. Diffusion Equations of Cement
Grout in the Single Fracture

2.1. Diffusion Equation. Cement grout in rock mass is essen-
tially a two-phase flow process of the granular liquid in the
fissures. According to the flow conservation and balance
equation, the diffusion motion equation of grout in the single
fissure can be deduced as follows [12–14]:

𝑢 = −𝐽𝑏22𝜂 [1 − (𝑧𝑏)2 − 2𝑧𝑏𝑏 (1 − 𝑧𝑏)] , (1)

where 𝑢 is the velocity of the grout movement at a certain
cross-section point; 𝑧 is the distance of a certain point from
the center on the cross-section; 𝑧𝑏 is a half of the height of the
plug flow; 𝑏 is a half of the fracture opening on a cross-section;𝜂 is the viscosity coefficient of the grout; 𝐽 is the pressure
gradient.

To integrate the above equation along the fractured cross-
section, the grout flow in a single fracture at a certain moment
can be obtained as follows:

𝑞𝑖 = 2𝐽𝑏33𝜂 [1 − 3𝑧𝑏2𝑏 + 12(𝑧𝑏𝑏 )3] . (2)

Obviously, by adding up all the fracture flow 𝑞𝑖, the
injection rate of grouting at a certain moment,𝑈, is obtained,
namely,

𝑈 = 𝑡∑
𝑖

𝑞𝑖. (3)

To make a time integration of the injection rate, grout
quantity, 𝑄, can be obtained, namely,

𝑄 = ∫𝑡
0

𝑡∑
𝑖

𝑞𝑖𝑑𝑡. (4)

When 𝑡 is the end time of grouting,𝑄 is the total injection
amount of grout.

2.2. Evolution Rules of the Grouting Parameter. From the
diffusion equation of a single fissure, it can be seen that

the flow 𝑞 is dependent on the fracture opening, the pressure
gradient, and the rheological parameters of grout. All these
factors are always changing throughout the grouting process.

2.2.1. Time Variation of the Rheological Parameters of Grout.
The rheological parameters of cement grout are time vary-
ing and depend significantly on the grouting time, the
water-cement ratio, and the water temperature. The pure
cement grout within the range of the commonly used water-
cement ratio is a typical Bingham rheological material, whose
essential features are having structural strength and time-
dependent performance [15–18]. To describe the grout rhe-
ological model approximately, the following linear equation
can be used:

𝜏 = 𝜏0 (𝑡) + 𝜂 (𝑡) ⋅𝛾, (5)

where 𝜏 and
⋅𝛾 are the shear stress and the strain rate of grout,

respectively; 𝜏0(𝑡) and 𝜂(𝑡) are the time-dependent yielding
strength (dynamic shear force) and the plastic viscosity of
grout, respectively.

Different water-cement ratios were used in the grouting
tests of Dagang Mountain Hydropower Station. The rheolog-
ical parameters and time curve were measured by the long
homemade capillary rheological parameter meter (Figure 1).

2.2.2. Variation of Pressure Gradient. The rock fracture for
grouting is usually filled with groundwater. It was assumed
that there was not exchange between the grouting front
and the groundwater, and thus there was only hydrostatic
pressure. The grouting pressure, in addition to be affected by
the local head loss and frictional head loss, will push grout
flow in the fracture. Its gradient in the fracture is directly
dependent on the attenuation of grouting pressure and the
diffusion radius. The variation of pressure gradient could be
investigated in the numerical simulation of grout diffusion in
the fracture.

2.2.3. Evolution law of the Fracture Opening. The fracture
opening is the principal variation in the diffusion equation,
which plays a leading role in the diffusion distance [19]. The
evolution law of the following five factors in the grouting pro-
cess directly affects the accuracy of the numerical simulation
for the diffusion distance.

(1) Effect of the Fracture Roughness. Seepage channels of the
grout are mainly the fracture surfaces that are rough and
often contain parts of the cementation or filling. This leads
to complicated fracture opening with a large influence on
the fluid motion. In the fracture hydraulics, the mechanical
opening of the fracture, 2𝑏𝑚, is replaced by the equivalent
hydraulic opening, 2𝑏ℎ, which is defined as follows: under
the same pressure gradient and flow pattern, the volume flow
within the rough fracture is equal to that within the flat and
smooth fracture whose opening is 2𝑏ℎ. 2𝑏ℎ can be determined
comprehensively by the drilling hydraulic document and
water pressure test. As a virtual opening, the equivalent
hydraulic opening reflects the hydraulic characteristics of
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Figure 1: Time variation curves of the rheological parameters for cement grouts at different ratios (𝑤/𝑐 is the water-cement ratio of grout).

fractures and shares some internal relations with the mechan-
ical opening 2𝑏𝑚. Renshaw (1995) deduced the following
equation based on the probability and statistics theory [20]:

𝑏ℎ𝑏𝑚 = [(𝜎𝑏𝑏𝑚)
2 + 1]−1/2 = [exp 𝜎2𝐵 ⋅ (exp 𝜎2𝐵 − 1)[exp (𝜎2𝐵/2)]2 + 1]−1/2,

(6)

where 𝜎𝑏 and 𝜎𝐵 are the standard deviation of the opening
and the standard deviation of the opening to the values,
respectively.

(2) Change of the Fracture Opening due to the Precipitation of
Cement Particles. The analysis of the instable grout in frac-
tured rock showed that the fracture filled with grout material
is mainly caused by the cement particle precipitation. There
is a critical velocity value, 𝑉kp, in the flow process of cement
grout. When the velocity of grout diffusion is less than 𝑉kp,
the cement particles begin to precipitate, the sediment at
the bottom of the fractured wall gradually increases, and
the effective opening of the fracture gradually decreases. The
reduction of the fracture opening will further slow the grout
flow down. The particles will continue to precipitate until the
fracture opening becomes less than 0.2 mm, when the cement
particles cannot pass through the fractures, and thus the grout
seepage channel is regarded to be blocked. The semiempirical
formula for the critical velocity value is [21]

𝑉kp = 𝑘(𝑔𝛿)0.5[𝑉2 (𝜌𝑇 − 𝜌𝐵) 𝜎𝑚6𝑓𝑔𝑑cp𝜌𝐵 ]3/7, (7)

where 𝑘 is the correction coefficient; 𝑔 is the gravitational
acceleration; V is the sinking velocity of cement particles in
water; 𝛿 is the fracture opening; 𝜌𝑇 and 𝜌𝐵 are the density of
the cement particles and water, respectively; 𝜎 is the content
of solid particles in solution; 𝑓 is the resistance coefficient

u0
u1 u2

hh

A Bdx

(w/c)0(w/c)1 (w/c)2

Figure 2: Change of the water-cement ratio after the cement
particles precipitation.

of water in the fracture; 𝑑cp is the feature size of the cement
particle;𝑚 is the empirical indicators.

The sinking velocity of cement particles in water 𝑉 can
be approximately regarded as obeying the Stokes’ law for free
settling [14]:

𝑉 = 𝑑2 (𝜌𝑇 − 𝜌𝐵) 𝑔18𝜂 , (8)

where 𝑑 is the mean size of the cement particles and 𝜂 is the
viscosity of the liquid medium or grout.

To understand the cement particles precipitation phe-
nomenon from another angle, it is also a process of the
increase of the water-cement ratio caused by free water
separating out of grout, leading to the change of rheological
parameters of grout. The flow and precipitation process was
shown in Figure 2.

According to the conservation of cement mass, the
following formula can be obtained:

(𝑤𝑐 )0 = ℎ ⋅ 0.316 + (𝑤/𝑐)1𝑢0𝑡 + ℎ − 1.5𝑊1 − 0.316, (9)

where (𝑤/𝑐)1 is the initial water-cement ratio of the grout;(𝑤/𝑐)0 is the water-cement ratio of the grout after precipita-
tion; 𝑡 is the settling time started from the precipitation; 𝑢0
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is the velocity of cement particle precipitation in the grout;ℎ is the fracture opening. The physical meaning of 𝑊1 is
the height accumulated from the precipitation of cement
particles in the grout and is described as follows:

𝑊1 = 𝑢0𝑡0.1 + 0.316 ⋅ (𝑤/𝑐)1 , (10)

obviously, given thatℎ − 1.5𝑊1 < 0.2mm. (11)

The fracture has been blocked by the cement particles if
(11) is satisfied; this demonstrates that the fracture cannot be
grouted.

(3) Change of the Fracture Opening Caused by the Rock Mass
Deformation. In the process of grout diffusion, the grouting
pressure always exerts on the upper and lower surfaces of
the fissure, tending to make the fissures open. Meanwhile
the fissure is constrained by the surrounding rock mass. The
displacements of the upper and lower surfaces of the fissure
at a particular moment can be calculated through the finite
element model that was set up in the entire grout diffusion
area by the composite element method containing the fissure
network [14].

(4) Opening Change Led by the Fissure Cracking and Expan-
sion. In the process of grout diffusion, when the grouting
pressure reaches a critical value due to the stress concen-
tration at the crack tip, the cracking will emerge, resulting
in the increase of fracture opening. The grouting pressure is
always applied to the fractured surfaces in the form of the
surface force, and its direction is normal to the surface. The
grouting pressure, serving as the inner water pressure, exerts
approximate symmetrical distribution of the force on the
upper and lower surfaces of the crack, increasing the fracture
opening through tension. On the other hand, shear extension
happened to the fracture surface due to the grouting pressure.
Therefore, for the ordinary characteristics of stratum, the
failure of rock mass is always shear failure rather than tension
failure under the grouting pressure. The fracture extends
along the original fracture direction, which is type I cracking
with cracking angle of zero. When the stress intensity factor𝐾I reaches a critical value𝐾Ic, the crack will extend unsteadily
[22], which is the cracking criterion at the crack tip in the
grouting process. When calculating the fracture unit in the
finite element analysis, the stress intensity factor, KI, can be
obtained using the following formula:

𝐾I = lim
𝑟→0

𝐺 (1 + 𝜇)(1 − 𝜇) √2𝜋𝑟 𝑢, (12)

where 𝐺 is deformation modulus of rock mass; 𝜇 is Poisson’s
ratio; 𝑟 is the distance between the fissure and the cracking
point; 𝑢 is the displacements of fissures. The fracture tough-
ness, 𝐾Ic, is the inherent characteristics of material and is
usually determined by using the experimental methods. Its
value is

𝐾Ic = √ 2𝐸𝑊𝑟1 − 𝜇2 , (13)

where 𝐸 is the elastic modulus of rock mass and 𝑊𝑟 is the
rock-specific surface energy.

(5) Fracturing Opening of the Same Fissure at Different Loca-
tions. There are some differences in the spatial distribution
of the fissures; namely, the fracture openings are different at
different locations. The fracture opening changes when the
grout diffuses.

3. Simulation Model

Fissures with various geometric characteristics are often
contained in the rock mass, and the diffusion distances are
also different in different fissures. Therefore, the diffusion and
filling of grout in different fractures within a certain distance
from the drilling hole should be calculated, and its grouting
effect should be analyzed. To analyze the entire grouting
effect for the rock mass, the fracture network and computing
medium model that can reflect the characteristics of grouting
were established in this paper.

3.1. Simulation of the 3D Fracture Network. According to the
geometric characteristics of rock mass, the three-dimensional
fracture network should be consistent with the facture net-
work of site as much as possible. Monte-Carlo method has
been widely used to generate the 3D fracture network [23].
Compared with other engineering applications, grouting
works can simply simulate the fracture network near grout-
ing section. The geometric parameters of fracture comply
with a certain distribution function whose simulation is to
randomly generate a sample. However, concerning the fact
that significant differences may exist between the generated
network and the practical situation, it is necessary to amend
the fracture opening with the greatest impact.

3.1.1. Extreme Value Test. Limiting the simulated fissures
of large openings based on the geological survey data or
downhole television data is essential so as to prevent the
unreasonable ones from generating.

3.1.2. Acoustic Wave Test. The acoustic wave test refers to
the calculation of average acoustic velocity according to the
distance between two points of rock mass and the time
for acoustic wave propagation. The rock mass between two
points consists of the rock framework (matrix) and the pore
filled with air or liquid. Both the distance between two points
and the acoustic wave velocity in rock mass, fresh rock, and
water or air are known. Therefore, the sum of the fissure
openings can be calculated by using the following formula:

∑𝑙2 = (V1 − V) ⋅ V2(V1 − V2) ⋅ V ⋅ 𝑙, (14)

where∑ 𝑙2 is the sum of the fissure openings; 𝑙 is the distance
between two points of rock mass; V is the acoustic wave
velocity in rock mass; V1 is the acoustic wave velocity in fresh
rock; V2 is the acoustic wave velocity in water or air.
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Compared with the sum of fissure openings obtained
from the numerical simulation, it can be analyzed whether
the sum of fissure openings in fracture network is suitable.

3.1.3. Water Pressure Test. A simple water pressure test is
made usually before grouting. The flow equation of water in
a single fracture meets the cubic law [24] as follows:

𝑞 = 2𝐽𝑏33𝜂 , (15)

where 𝑞 is the water flow in a single fracture; 𝑏 is half of
the fracture opening on a cross-section; 𝜂 is the viscosity
coefficient of water; 𝐽 is the water test pressure gradient.

To sum up the simulated crack flow, the injection rate at
a certain moment can be obtained (3). When 𝑡 = 20min
after the loop calculation, 𝑈 is the stable flow which meets
the law of simple water pressure test, and the permeability
rate of the fracture network in simulation can be calculated by
the Lugeon calculation formula. Comparing this permeability
rate with the results of water pressure test, it can be examined
whether the distribution law of fracture opening in the
fracture network is consistent with the practical situation.

3.2. Dual MediumModel of Grouting. As for the practice and
theory in grouting engineering, it is believed that the pores
whose sizes are less than three times 𝐷85 of material cannot
be strictly grouted. In other words, the cracks whose openings
are less than 0.2 mm cannot be strictly grouted using the
ordinary Portland cement-based materials. The Distribution
of fracture opening mostly follows the negative exponential
distribution [23], and the microfine fissures less than 0.2 mm
account for a higher proportion. In the grouting process,
the cement particles are difficult to enter these microfine
fissures. Serving as channels for draining excessive water
in the grouting process, the microfine fissure are always
in a state of compression under the grouting pressure. At
the same time, based on the law of Water Cube, the grout
diffusion is mainly controlled by the large opening fissures.
In order to reduce the amount of calculation, those fissures
with the openings greater than 0.2 mm were considered
as the structural planes and thus have the strength and
the deformation characteristics of structural planes. Those
fissures with the openings less than 0.2 mm are believed to
distribute uniformly in rock mass. Thus, a dual medium
model of grouting reflecting the characteristics of grouting
was established if the strength parameters and the deforma-
tion parameters of the microfine fissures are distributed to the
surrounding rock mass equivalently.

3.3. Evaluation Indicator of the Grouting Effect. The per-
meability rate after grouting serves as the main indicator
of grout curtain evaluation. The rock mass after grouting
can still be divided into two parts: the grouted rock and
the nongrouted fissure. The grouted rock is regarded as
homogeneous continuous medium with a weak water per-
meability. The nongrouted fissures and the microfine fissures
with the opening less than 0.2 mm have strong flow capacity,

play the main role of hydraulic conductivity, and serve as
important seepage channels. The simulation method for the
water pressure test (15) can be used to investigate the water
permeability rate at different locations of rock mass after
grouting.

4. Simulation of the V-Diabase in Dagang
Mountain Hydropower Station

According to the basic model of grouting simulation, com-
bined with the program of the finite element method, the
grouting process was simulated with analysis of its effect.
The simulation took advantages of the relevant grouting test
data of the V-diabase in the Dagang Mountain Hydropower
Station.

4.1. Basic Conditions. The 1-1 hole in the downstream of
original grouting within the grouting-test area was selected
for the simulation of the permeability coefficient of rock
mass after grouting. The grouting depth is 55.6 m. However,
the simulated grouting depth ranged from 5.5 m to 55.6 m
in order to reduce the influence of the abnormal grouting
such as the oozing grout and the colluding grout. The
integrity of the granite in this area with the depth from 0 m
to 60 m, which mainly consisted of a steep fissure group
and a gentle sloping fissure group, is poor. The maximum
opening of the fissures is 0.5 cm; the acoustic velocity of fresh
rock is 6500 m/s; the average velocity of grouting stage, the
water permeability before grouting, and other parameters are
shown in Table 1. The design grouting hole spacing is 2 m, and
the design impermeable standard is less than 1 Lu.

4.2. Computed Results. The simulations of the grouting pro-
cess for ten grouting stages were conducted. The computed
results of the grouting process in Stage 9 are shown in
Figure 3. A comparison between the simulation results and
the results of practical grouting process during the grouting
is shown in Table 2. A comparison of the grouting effect
between the simulation results and the measurement results
of practical grouting process after grouting is shown in
Figure 4.

The results in Table 2 and Figure 4 showed that relative
error or absolute error between the numerical simulation
and the measurement results was acceptable, including the
injection rate, the cumulative amount of grouting, and the
accumulated injecting cement content. This indicated that the
simulated grouting process basically reflected the practical
grouting process. In addition, through comparing the sim-
ulated results of the water permeability and the sound wave
velocity after grouting with that of the practical grouting, the
treatment effect of cement grouting on the V-diabase rock
mass could be reflected fundamentally using the numerical
simulation.

The single hole calculation results were used to evaluate
the effect of the grouting. The permeability rate at a certain
distance from the drilling center was analyzed for a quanti-
tative evaluation on the grouting’s effect. The corresponding
distances of 1 Lu and 3 Lu in different grouting stages were
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Figure 3: Computed results of grouting in Stage 9 (45.5–50.5 m).

Table 1: Acoustic wave velocity and the permeability rate of drilling holes before grouting.

Grout stage Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 Stage 7 Stage 8 Stage 9 Stage 10

Drilling hole/m 5.5–10.5 −15.5 −20.5 −25.5 −30.5 −35.5 −40.5 −45.5 −50.5 −55.6

Wave velocity/m/s 5140 5119 4629 4565 5077 4994 5061 5053 4816 4756

Permeability rate/Lu 9.94 11.61 10.66 8.33 11.15 8.36 7.17 9.82 9.2 5.56

Table 2: Simulation results in each grouting stage.

Grouting stage Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 Stage 7 Stage 8 Stage 9 Stage 10

Pressure/Pa

Simulation 2.46 2.83 3.08 3.38 3.99 4.67 5.02 5.13 5.07 4.23

Measurement 2.51 2.88 3.13 3.43 4.04 4.72 5.07 5.18 5.07 5.08

Difference % −2.0 −1.7 −1.6 −1.5 −1.2 −1.1 −1.0 −1.0 0.0 −16.7

Grout amount/L

Simulation 1839 2466 3193 3110 1748 1513 1554 2110 1755 735

Measurement 2674 2982 2493 2509 2674 2515 2451 1121 2732 2513

Difference % −31.2 −17.3 28.0 24.0 −34.6 −39.8 −36.6 88.2 −35.8 −70.8

Injection cement
content/kg

Simulation 2082 2831 3766 3643 2003 1696 1734 2438 2005 627

Measurement 2267 2592 2015 2069 2263 2042 1950 393 2320 1787

Difference % −8.1 9.2 86.9 76.1 −11.5 −16.9 −11.1 519.7 −13.6 −64.9

shown in Figure 5. When the hole spacing was 2.0 m, that is,
the distance from the drilling center was 1.0 m, it can meet the
design impermeable standard, which is less than 1 Lu. When
the hole spacing was 2.6 m, it can meet the impermeable
standards, which is less than 3 Lu.

4.3. Reliability Analysis. The reliability of grouting effect
needed to be analyzed due to the randomness of Monte-
Carlo method. Under the given grouting pressure, respective
simulations on multiple sets of different fracture networks
were conducted to obtain different calculation results of
corresponding number of times. Making a statistical analysis
of the distribution of computed results, the reliability of the
results can be examined by obtaining the specific values in
different confidence intervals. The Monte-Carlo simulation

was conducted with 81 times, and the statistical distribution
of the calculated results in Stage 9 is shown in Table 3.
Corresponding to different confidence intervals, the grout
diffusion distances with the permeability rate less than 1 Lu
in each grouting stage are shown in Table 4 and Figure 6.

As for the simulation results with 100% confidence, the
grouted stage whose diffusion distance away from the drilling
center was the smallest and also satisfied the design standard
was Stage 9 (45.5–50.5 m), and the hole spacing in this stage
was 1.8 m, less than the design value, 2 m. Among the 81
simulation results, only one result, whose water permeability
after grouting at a distance of 1 m from the drilling center
was 1.0492 Lu, was slightly more than the design standard.
Thus, the analysis of simulation results showed that the hole
spacing of 2 m can satisfy the impermeable standard because
the confidence was nearly 99%.
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Figure 4: Comparison of the grouting effect after grouting with 1 m as the design diffusion radius.
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Figure 5: Distribution of the water permeability at different dis-
tances.

As for the simulation results with 95% confidence, the
grouted stages whose diffusion distance away from the
drilling center was the smallest and also satisfied the design
standard were Stage 8 (40.5–45.5 m) and Stage 9. The hole
distance in these two stages was 2.2 m, more than the design
value, 2 m. Therefore, if the simulation value with that
confidence was adopted, the hole spacing could be optimized
to 2.2 m, an increase of 0.2 m over the design value, directly
saving up to 10% of the project amount.

As for the simulation results with 80% confidence, the
grouted stages whose diffusion distance away from the
drilling center was the smallest and also satisfied the design
standard were Stage 6 (30.5–35.5 m), Stage 8, and Stage 9. The
hole spacing in these three stages was 2.4 m. It should not be
applied directly due to its 80% confidence.
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Figure 6: Probability of the distance in each grouting stage with
permeability rate less than 1 Lu.

5. Conclusion

Based on the mutual coupling of the diffusion process of
cement grouting in the fissures and the deformation of
rock mass under grouting pressure, the diffusion and filling
process for cement grouting in V-diabase grouting test in the
Dagang Mountain Hydropower Station was simulated using
the finite element method, considering the time variability
of rheological parameters of cement grout, the changes in
the fissure opening, and the precipitation law of the cement
particles. Distribution of the permeability rate in grouted
rock mass was analyzed, and the reliability and optimization
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Table 3: Statistical distribution of permeability rate after grouting in Stage 9 at different distances.

Distance/m
Permeability rate of

average/Lu
Variance

Coefficient of
variation

Maximum/Lu Minimum/Lu
Probability less than

1 Lu/%

0.1 0.3044 0.0166 0.0545 0.3428 0.2684 100%

0.2 0.3029 0.0166 0.0548 0.3419 0.2667 100%

0.3 0.301 0.0166 0.0552 0.3405 0.2647 100%

0.4 0.2986 0.0166 0.0556 0.3386 0.2623 100%

0.5 0.3008 0.0215 0.0715 0.3976 0.2596 100%

0.6 0.3121 0.0284 0.0910 0.3967 0.261 100%

0.7 0.3372 0.0409 0.1213 0.4859 0.2703 100%

0.8 0.3856 0.0607 0.1574 0.716 0.2887 100%

0.9 0.4626 0.0895 0.1935 0.9654 0.3131 100%

1.0 0.5848 0.1182 0.2021 1.0492 0.3098 98.77%

1.1 0.7047 0.1459 0.2070 1.2203 0.3818 97.53%

1.2 0.8611 0.1724 0.2002 1.428 0.448 85.19%

1.3 1.1571 0.2501 0.2161 2.1088 0.7335 32.10%

1.4 1.4857 0.315 0.2120 2.9922 0.8091 2.47%

1.5 1.8819 0.4215 0.2241 3.506 0.8186 1.23%

1.6 2.4183 0.5183 0.2143 4.2533 1.4244 0%

Table 4: Probability of distance in each grouting stage with the permeability rate less than 1 Lu.

Different confidence
Distance from the drilling center/m

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 Stage 7 Stage 8 Stage 9 Stage 10

100% 2.8 1.6 1.3 1.3 1.0 1.0 1.2 1.1 0.9 1.2

95% 2.9 1.6 1.3 1.4 1.5 1.2 1.2 1.1 1.1 1.2

90% 3.0 1.6 1.4 1.4 1.5 1.2 1.2 1.2 1.1 1.2

80% 3.0 1.6 1.4 1.4 1.5 1.2 1.3 1.2 1.2 1.3

Mean 3.261 1.728 1.453 1.450 1.660 1.351 1.402 1.357 1.247 1.337

of the hole spacing design were discussed. The following
conclusions were derived according to the analysis.

(1) Through numerical simulation of the grout diffusion,
the permeability rate of the grouted rock mass was
obtained, and the simulation results were compared
with the practical grouting results. This showed that
the errors in the grouting process, including the
injection rate, the accumulated grouting volume,
and the accumulated injection cement content, were
acceptable. The simulation process basically reflects
the grouting process. The simulated grouting results,
the water permeability, and the acoustic wave velocity
after grouting were comparable with the practical
grouting results.

(2) Simulation results of the grouting process with the
same parameters for many times showed that various
quantities had good repeatability, such as grouting
time, the accumulated grouting volume, the accu-
mulated injection cement content, the permeability
rate, and the acoustic wave velocity after grouting.
Most of the variation coefficients were less than 0.3
and distributed uniformly. The simulating results had
better reliability in general.

(3) The numerical simulation results showed that the
grouting pressure, the hole spacing, and the materials
used in the test area were essentially reasonable and
practicable. Diffusion distance of the grout satisfying
the design permeability standard could reach 1 m with
the confidence of approximately 100%. Thus, the hole
spacing of 2 m was reliable.

(4) The analysis results showed that, when the confidence
approached 95%, diffusion distance of the grout,
which satisfied the design permeability standard,
could reach 1.1 m; that is, the hole spacing reached
2.2 m. This demonstrated a probability of optimiza-
tion along with a finer optimization precision when
compared with the accuracy of 0.5 m that is com-
monly used.

(5) There were differences between the numerical sim-
ulating process curve and the measurements. The
grouting time, the rising curve of grouting pressure,
and the assumptions adopted in the simulation might
be the main reason for the differences. It was indicated
that the simulation results tended to be more perfect
with fewer restrictions.
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This paper alternatively derives the exact element stiffness equation for a beam on Kerr-type foundation. The shear coupling
between the individual Winkler-spring components and the peripheral discontinuity at the boundaries between the loaded and
the unloaded soil surfaces are taken into account in this proposed model. The element flexibility matrix is derived based on the
virtual force principle and forms the core of the exact element stiffness matrix. The sixth-order governing differential compatibility
of the problem is revealed using the virtual force principle and solved analytically to obtain the exact force interpolation functions.
The matrix virtual force equation is employed to obtain the exact element flexibility matrix based on the exact force interpolation
functions. The so-called “natural” element stiffness matrix is obtained by inverting the exact element flexibility matrix. One
numerical example is utilized to confirm the accuracy and the efficiency of the proposed beam element on Kerr-type foundation
and to show a more realistic distribution of interactive foundation force.

1. Introduction

As a numerical counterpart of the continuous medium
model, the continuum finite element model has been
widely used by geotechnical researchers in studying several
complex soil-structure interaction (SSI) problems due to
drastic advances in computer technology. The problem of
beams on deformable foundation is the most commonly
encountered SSI problem and has many applications in
engineering and science [1–3]. Even though the continuum
finite element model yields the most comprehensive data
on the stress and deformation variations within the beam-
foundation system, there is still a substantial need in routine
engineering practice to use the mechanical subgrade model

to analyze and design the beam-foundation system. This lies
in the fact that considerable experience and skill of practicing
geotechnical engineers are required in constructing a suitable
continuum element mesh, interpreting the analysis results,

and implementing the numerical model. These could limit
the model access by practicing geotechnical engineers.
Furthermore, only small beam-foundation systems can
be realistically investigated using the continuum finite
element model due to high computational costs, and the
beam response along the beam-foundation interface, not
the stresses or strains inside the foundation medium, is of
high interest by the designing engineers. Therefore, most
structural-analysis platforms available in the industry still
employ the mechanical subgrade model to represent the
supporting foundation with a reasonable degree of accuracy.

The Winkler foundation model [4] is the most rudi-
mentary mechanical subgrade model and has been widely
adopted in studying the problem of beams on elastic founda-
tion. In the Winkler foundation model, a set of 1D indepen-
dent springs is attached along the beam to form the beam-
foundation system. This type of foundation model is often
referred to as the “one-parameter” foundation model since it
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is characterized only by the vertical stiffness of the Winkler-
foundation springs. Though simple, the Winkler foundation
model can lead to some peculiar responses of many practical
beam-foundation systems due to omission of the shear stress
inside the foundation medium [5, 6]. This omission results in
the uncoupling of the individual Winkler foundation springs
and the neglect of the existence of the foundation medium
beyond either end of the loaded beam and leads to an unre-
alistic abrupt change in the foundation surface displacement
between the loaded and the unloaded regions. To bridge the
gap between the continuum finite element model and the
rather crude Winkler foundation model, several researchers
[7–9] had improved the Winkler foundation model by
introducing the second foundation parameter to account for
the existence of shear stress inside the foundation medium,
resulting in the so-called “two-parameter” foundation model.
Even though each researcher group has its own particular way
to visualize the second foundation parameter, its proposed
expressions for the interactive foundation forces can simply
be written in the same mathematical form. For example,
Filonenko-Borodich [7] regarded the second foundation
parameter as the magnitude of the pretensioned force in the
elastic membrane inserted between the beam and Winkler-
foundation springs. A detailed discussion of several two-
parameter foundation models can be found in Kerr [6].

To further improve the two-parameter foundation model,
Hetényi [10] and Kerr [11] had added the third founda-
tion parameter, leading to the so-called “three-parameter”
foundation model. The major role of the third foundation
parameter is to provide more flexibility in controlling the
degree of foundation-surface continuity between the loaded
and the unloaded regions of the beam-foundation system.
This is in compliance with the observation made by Foppl
[12] that the foundation-surface displacement outside the
loaded region predicted by the continuous medium model
decreased too gradually as opposed to what happened in
reality, and hence a certain degree of discontinuity at the
loaded-unloaded boundary existed. Furthermore, Kerr [6]
concluded that for several types of foundation materials (e.g.,
soil, soft filament, foam, etc.), neither the Winkler-foundation
model nor the continuous medium model can realistically
represent the interaction mechanisms between the beams
and the contacting media. Among several three-parameter
foundation models, the Kerr-type foundation model [11] is of
particular interest since it stems from the famous Winkler-
Pasternak two-parameter foundation model [9] for which
several applications and solutions have been available. In
the Kerr-type foundation model, the foundation medium
is visualized as consisted of lower and upper spring beds
sandwiching an incompressible shear layer. Three parame-
ters characterizing the Kerr-type foundation model are the
lower and upper spring moduli and the shear-layer section
modulus. It is noted that the interactive foundation force
of the Kerr-type foundation model can be written in the
same mathematical form as obtained with the simplified
continuum models of Reissner [13], Horvath [14, 15], and
Worku [16]. Synthetic and hierarchical correlations between
several mechanical subgrade models and simplified contin-
uum models are comprehensively presented in Horvath [17]

and Horvath and Colasanti [18]. The pros and cons of each
model are summarized in Horvath and Colasanti [18].

Even though the Kerr-type foundation model was devel-
oped since the mid-sixties, there have been only a limited
number of researchers studying the problem of beams resting
on Kerr-type foundation. Avramidis and Morfidis [19] used
the principle of stationary potential energy to derive the
governing differential equilibrium equations of the beam-
foundation system and its essential boundary conditions.
Subsequently, Morfidis [20, 21] derived the exact beam-
foundation stiffness matrix based on the exact solution of
the governing differential equilibrium equations for static and
dynamic analyses, respectively, and calibrated the foundation
parameters with the analysis results obtained with high
fidelity 2D finite element models. The problem of beams rest-
ing on tensionless Kerr-type foundation was also investigated
by Zhang [22] and Sapountzakis and Kampitsis [23]. Wang
and Zeng [24] used the Kerr-type foundation model to study
the interface stress between piezoelectric patches and host
structures.

It is worth mentioning that a series of research papers
on the so-called “modified Kerr-Reissner hybrid” foundation
model have been presented by Horvath and Colasanti [18]
and Colasanti and Horvath [25]. This foundation model is
also regarded as the three-parameter foundation model and is
formulated based on the combination of the modified Kerr-
type foundation model with the Reissner simplified contin-
uum subgrade model. In the modified Kerr-type foundation
model, a shear layer is replaced by a tensioned membrane
for the sake of modeling ease. The modified Kerr-Reissner
hybrid foundation model is attractive particularly to prac-
ticing geotechnical engineers since it combines the advan-
tages of both mechanical subgrade model and simplified
continuum model as comprehensively discussed in Colasanti
and Horvath [25]. Horvath and Colasanti [18] discuss the
detailed derivation of this foundation model; Colasanti and
Horvath [25] illustrate the modeling approach of this founda-
tion model using commercially available structural analysis
software. Subsequently, the modified Kerr-Reissner hybrid
foundation model is applied to the planar geosynthetics used
for tensile earth reinforcement under vertical loads [26].

In this paper, the virtual force principle is employed
to reveal the governing differential compatibility equations
of the beam-Kerr foundation system, as well as its natural
boundary conditions. Thus, this paper can naturally be
considered as a companion paper to the earlier work on the
beam-Kerr foundation system by Avramidis and Morfidis
[19] and Morfidis [20]. Unlike the structural component-
based approach used by Horvath and Colasanti [18] and
Colasanti and Horvath [25], all system components can be
combined effectively into a single element, thus rendering
the proposed model more attractive and unique from the
theoretical and modeling point of view. The exact beam-
Kerr foundation stiffness matrix is alternatively derived
based on the exact beam-Kerr foundation flexibility matrix.
The exact force interpolation functions of the beam-Kerr
foundation system are at the core of the derivation of the
exact element flexibility matrix. The governing differential
equilibrium equations and constitutive relations of the beam
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Figure 1: (a) A beam on Kerr-type foundation; (b) a differential segment cut from the beam; (c) a differential segment cut from the shear
layer.

on Kerr-type foundation are first presented. Next, the sixth-
order governing differential compatibility equations, as well

as the associated end-boundary compatibility conditions, are

derived based on the virtual force principle. The exact force

interpolation functions of the beam-foundation system are

derived from the analytical solution of the governing dif-

ferential compatibility equations of the problem. The matrix

virtual force equation is employed to obtain the exact ele-

ment flexibility matrix using the exact force interpolation

functions. It is worth mentioning that the element flexibility

matrix presented in this paper is different from that presented

in Limkatanyu and Spacone [27] in that the foundation

force distribution in Limkatanyu and Spacone [27] has to be

assumed, thus resulting in the approximate moment inter-
polation functions and the approximate element flexibility

matrix. The exact element stiffness matrix can be obtained

directly from the exact element flexibility matrix following

the natural approach [28]. It is noted that the natural

approach had been used with successes in deriving the exact

element stiffness matrices for beams on Winkler foundation

[29] as well as beams on Winkler-Pasternak foundation [30].

It is also imperative to emphasize that, in the proposed model,

the applied distributed load does not influence the exact

force interpolation functions as long as it varies uniformly

along the whole length of the beam. This finding renders

the proposed flexibility-based model attractive since the

analytical solution to the governing differential compatibility

equation requires only the homogeneous part. Unfortunately,

this beneficial effect is not available in the exact stiffness-
based model presented by Avramidis and Morfidis [19] and
Morfidis [20] since the analytical solution to the governing
differential equilibrium equation requires both homogeneous
and particular part with the presence of the applied dis-
tributed load. Therefore, the derivation of the exact dis-
placement interpolation functions becomes more involved.
A brief discussion on the efficient way to account for the
extended-foundation effect is also introduced. All symbolic
calculations throughout this paper are performed using the
computer software Mathematica [31], and the resulting beam-
foundation model is implemented in the general-purpose
finite element platform FEAP [32]. A numerical example is
used to verify the accuracy and the efficiency of the natural
beam element on Kerr-type foundation and to show a more
realistic distribution of interactive foundation force. A 2D
finite element package VisualFEA [33] is also used to analyze
this numerical example for comparison purpose.

2. Governing Equations of Beams on
Kerr-Type Foundation

2.1. Differential Equilibrium Equations: Direct Approach. A
beam-Kerr foundation system is shown in Figure 1(a) and
comprises a beam, the upper and lower springs, and an inter-
mediate shear layer. The governing differential equilibrium
equations of the system are derived in a direct manner as
follows.
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A differential segment 𝑑𝑥 taken from the beam on
Kerr-type foundation is shown in Figure 1(b). The vertical
equilibrium of the infinitesimal beam segment 𝑑𝑥 is written
as 𝑑𝑉𝐵 (𝑥)𝑑𝑥 + 𝑝𝑦 (𝑥) − 𝐷2 (𝑥) = 0, (1)

where 𝑉𝐵(𝑥) is the beam-section shear force; 𝑝𝑦(𝑥) is the
transverse distributed load; and𝐷2(𝑥) is the interactive force
in the upper spring and acts at the bottom face of the beam.
Considering the moment equilibrium, this yields𝑑𝑀(𝑥)𝑑𝑥 + 𝑉𝐵 (𝑥) = 0, (2)

where𝑀(𝑥) is the beam-section bending moment. Following
the Euler-Bernoulli beam theory, only flexural contributions
are considered in the paper. Enforcing the beam shear
equilibrium of (2), (1) and (2) can be combined into a single
relation; thus, 𝑑2𝑀(𝑥)𝑑𝑥2 − 𝑝𝑦 (𝑥) + 𝐷2 (𝑥) = 0. (3)

A differential segment 𝑑𝑥 taken from the shear layer
resting on the lower foundation springs is shown in Fig-
ure 1(c). The vertical equilibrium of the infinitesimal shear-
layer segment 𝑑𝑥 can be written as𝑑𝑉𝑠 (𝑥)𝑑𝑥 + 𝐷2 (𝑥) − 𝐷1 (𝑥) = 0, (4)

where 𝑉𝑠(𝑥) is the shear-layer section shear force and 𝐷1(𝑥)
is the interactive force in a lower spring. Equations (3) and
(4) form a set of governing differential equilibrium equations
of the system and are coupled through the upper-spring
interactive force𝐷2(𝑥).

It is noteworthy to remark that this system is internally
statically indeterminate and the internal forces cannot be
determined simply by equilibrium conditions since there are
4 internal force unknown fields, 𝑀(𝑥), 𝑉𝑠(𝑥), 𝐷1(𝑥), and𝐷2(𝑥), at any system section while only two equilibrium
equations are available.

2.2. Deformation-Force Relations. The system sectional
deformations can be related to their conjugate-work forces
as follows:

𝜅 (𝑥) = 𝑀 (𝑥)
IE

, 𝛾𝑠 (𝑥) = 𝑉𝑠 (𝑥)GA
,

Δ 1 (𝑥) = 𝐷1 (𝑥)𝑘1 , Δ 2 (𝑥) = 𝐷2 (𝑥)𝑘2 , (5)

where 𝜅(𝑥) is the beam-section curvature; 𝛾𝑠(𝑥) is the
shear-layer section shear strain; Δ 1(𝑥) is the lower-spring
deformation; Δ 2(𝑥) is the upper-spring deformation; IE is
the flexural rigidity; GA is the shear-layer section modulus;𝑘1 is the lower-spring modulus; and 𝑘2 is the upper-spring
modulus. Following the comprehensive work by Worku [16],
the three foundation parameters (𝑘1, 𝑘2, and GA) can be
related to the elastic modulus, Poisson ratio, and depth of the
soil continuum underneath the beam.

2.3. Differential Compatibility Equations and End Compatibil-
ity Conditions: The Virtual Force Principle. The virtual force
equation is an integral expression of the system compatibility
equations and can be expressed in the general form as

𝛿𝑊∗ = 𝛿𝑊∗
int + 𝛿𝑊∗

ext = 0, (6)

where 𝛿𝑊∗ is the system total complementary virtual work;𝛿𝑊∗
int is the system internal complementary virtual work; and𝛿𝑊∗
ext is the system external complementary virtual work.
In the case of the beam-Kerr foundation system, 𝛿𝑊∗

int
and 𝛿𝑊∗

ext can be expressed as

𝛿𝑊∗
int = ∫

𝐿
𝛿𝑀 (𝑥) 𝜅 (𝑥) 𝑑𝑥 + ∫

𝐿
𝛿𝑉𝑠 (𝑥) 𝛾𝑠 (𝑥) 𝑑𝑥

+ ∫
𝐿
𝛿𝐷1 (𝑥) Δ 1 (𝑥) 𝑑𝑥 + ∫

𝐿
𝛿𝐷2 (𝑥) Δ 2 (𝑥) 𝑑𝑥

𝛿𝑊∗
ext = − ∫

𝐿
𝛿𝑝𝑦 (𝑥) V𝐵 (𝑥) 𝑑𝑥 − 𝛿P𝑇U,

(7)

where V𝐵(𝑥) is the beam vertical displacement; the vector P ={𝑃1 𝑃2 𝑃3 𝑃4 𝑃5 𝑃6}𝑇 contains shear forces and moments
acting at beam ends and shear forces acting at the shear-

layer ends; and the vector U = {𝑈1 𝑈2 𝑈3 𝑈4 𝑈5 𝑈6}𝑇
contains their conjugate-work displacements and rotations
at the beam ends and displacements at the shear-layer ends.
At the moment, external force quantity, 𝛿𝑝𝑦(𝑥), is arbitrarily
chosen to be zero. Thus, (6) becomes

𝛿𝑊∗ = ∫
𝐿
𝛿𝑀 (𝑥) 𝜅 (𝑥) 𝑑𝑥 + ∫

𝐿
𝛿𝑉𝑠 (𝑥) 𝛾𝑠 (𝑥) 𝑑𝑥

+ ∫
𝐿
𝛿𝐷1 (𝑥) Δ 1 (𝑥) 𝑑𝑥 + ∫

𝐿
𝛿𝐷2 (𝑥) Δ 2 (𝑥) 𝑑𝑥

− 𝛿P𝑇U = 0.
(8)

Eliminating the internal deformation fields through the
deformation-force relations, (8) can be written as

𝛿𝑊∗ = ∫
𝐿
𝛿𝑀 (𝑥) 𝑀 (𝑥)

IE
𝑑𝑥 + ∫

𝐿
𝛿𝑉𝑠 (𝑥) 𝑉𝑠 (𝑥)GA

𝑑𝑥
+ ∫

𝐿
𝛿𝐷1 (𝑥) 𝐷1 (𝑥)𝑘1 𝑑𝑥 + ∫

𝐿
𝛿𝐷2 (𝑥) 𝐷2 (𝑥)𝑘2 𝑑𝑥

− 𝛿P𝑇U = 0.
(9)

The lower and upper spring forces (𝐷1(𝑥) and 𝐷2(𝑥))
and their virtual counterparts (𝛿𝐷1(𝑥) and 𝛿𝐷2(𝑥)) can be
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eliminated in (9) through the governing differential equilib-
rium equations of (3) and (4). Therefore, the system virtual
force equation can be written as

− 𝛿P𝑇U + ∫
𝐿
𝛿𝑀 (𝑥) 𝑀 (𝑥)

IE
𝑑𝑥 + ∫

𝐿
𝛿𝑉𝑠 (𝑥) 𝑉𝑠 (𝑥)GA

𝑑𝑥
+ ∫

𝐿

𝑑𝛿𝑉𝑠 (𝑥)𝑑𝑥 ( 1𝑘1)(−𝑑
2𝑀(𝑥)𝑑𝑥2 + 𝑝𝑦 (𝑥)+ 𝑑𝑉𝑠 (𝑥)𝑑𝑥 )𝑑𝑥

+ ∫
𝐿

𝑑2𝛿𝑀 (𝑥)𝑑𝑥2 ( 1𝑘1)(𝑑
2𝑀(𝑥)𝑑𝑥2 − 𝑝𝑦 (𝑥)− 𝑑𝑉𝑠 (𝑥)𝑑𝑥 )𝑑𝑥

+ ∫
𝐿

𝑑2𝛿𝑀 (𝑥)𝑑𝑥2 ( 1𝑘2)(𝑑
2𝑀(𝑥)𝑑𝑥2 − 𝑝𝑦 (𝑥)) 𝑑𝑥 = 0.

(10)

In order to move all differential operators to the bending
moment 𝑀(𝑥) and the shear-layer section shear force 𝑉𝑠(𝑥),
integration by parts is applied once to the forth term and
twice to the fifth and sixth terms of (10), respectively, hence
resulting in the following expression:

∫
𝐿
𝛿𝑀 (𝑥)(𝑀(𝑥)

IE
+ ( 1𝑘1 + 1𝑘2)(𝑑

4𝑀(𝑥)𝑑𝑥4 − 𝑑2𝑝𝑦 (𝑥)𝑑𝑥2 )
− 1𝑘1 𝑑

3𝑉𝑠 (𝑥)𝑑𝑥3 )𝑑𝑥
+ ∫

𝐿
𝛿𝑉𝑠 (𝑥) (𝑉𝑠 (𝑥)GA

+ 1𝑘1 (𝑑
3𝑀(𝑥)𝑑𝑥3 − 𝑑𝑝𝑦 (𝑥)𝑑𝑥
−𝑑2𝑉𝑠 (𝑥)𝑑𝑥2 ))𝑑𝑥

+ [(( 1𝑘1 + 1𝑘2)(𝑑
2𝑀(𝑥)𝑑𝑥2 − 𝑝𝑦 (𝑥)) − 1𝑘1 𝑑𝑉𝑠 (𝑥)𝑑𝑥 )

× 𝑑𝛿𝑀 (𝑥)𝑑𝑥 ]𝐿
0

+ [(( 1𝑘1 + 1𝑘2)(𝑑𝑝𝑦 (𝑥)𝑑𝑥 − 𝑑3𝑀(𝑥)𝑑𝑥3 ) + 1𝑘1 𝑑
2𝑉𝑠 (𝑥)𝑑𝑥2 )

× 𝛿𝑀(𝑥)]𝐿
0

+ [ 1𝑘1 (𝑝𝑦 (𝑥) + 𝑑𝑉𝑠 (𝑥)𝑑𝑥 − 𝑑2𝑀(𝑥)𝑑𝑥2 )𝛿𝑉𝑠 (𝑥)]𝐿
0

− 𝛿P𝑇U = 0.
(11)

Considering the shear-force definition of (2) and follow-
ing the Cartesian sign convention, (11) can be written as

∫
𝐿
𝛿𝑀 (𝑥)(𝑀(𝑥)

IE
+ ( 1𝑘1 + 1𝑘2)(𝑑

4𝑀(𝑥)𝑑𝑥4 − 𝑑2𝑝𝑦 (𝑥)𝑑𝑥2 )
− 1𝑘1 𝑑

3𝑉𝑠 (𝑥)𝑑𝑥3 )𝑑𝑥
+ ∫

𝐿
𝛿𝑉𝑠 (𝑥) (𝑉𝑠 (𝑥)GA

+ 1𝑘1 (𝑑
3𝑀(𝑥)𝑑𝑥3 − 𝑑𝑝𝑦 (𝑥)𝑑𝑥
−𝑑2𝑉𝑠 (𝑥)𝑑𝑥2 ))𝑑𝑥

− 𝛿𝑃1 (𝑈1 − (( 1𝑘1 + 1𝑘2)(𝑝𝑦 (𝑥) − 𝑑
2𝑀(𝑥)𝑑𝑥2 )

+ 1𝑘1 𝑑𝑉𝑠 (𝑥)𝑑𝑥 )
𝑥=0

)
− 𝛿𝑃2 (𝑈2 − ( 1𝑘1 𝑑

2𝑉𝑠 (𝑥)𝑑𝑥2 + ( 1𝑘1 + 1𝑘2) 𝑑𝑝𝑦 (𝑥)𝑑𝑥
−( 1𝑘1 + 1𝑘2) 𝑑

3𝑀(𝑥)𝑑𝑥3 )
𝑥=0

)
− 𝛿𝑃3 (𝑈3 − (( 1𝑘1 + 1𝑘2)(𝑝𝑦 (𝑥) − 𝑑

2𝑀(𝑥)𝑑𝑥2 )
+ 1𝑘1 𝑑𝑉𝑠 (𝑥)𝑑𝑥 )

𝑥=𝐿

)
− 𝛿𝑃4 (𝑈4 − ( 1𝑘1 𝑑

2𝑉𝑠 (𝑥)𝑑𝑥2 + ( 1𝑘1 + 1𝑘2) 𝑑𝑝𝑦 (𝑥)𝑑𝑥
−( 1𝑘1 + 1𝑘2) 𝑑

3𝑀(𝑥)𝑑𝑥3 )
𝑥=𝐿

)
− 𝛿𝑃5 (𝑈5 − 1𝑘1(𝑝𝑦 (𝑥) + 𝑑𝑉𝑠 (𝑥)𝑑𝑥 − 𝑑2𝑀(𝑥)𝑑𝑥2 )

𝑥=0

)
− 𝛿𝑃6 (𝑈6 − 1𝑘1(𝑝𝑦 (𝑥) + 𝑑𝑉𝑠 (𝑥)𝑑𝑥 − 𝑑2𝑀(𝑥)𝑑𝑥2 )

𝑥=𝐿

)
= 0.

(12)

Due to the arbitrariness of 𝛿𝑀(𝑥) and 𝛿𝑉𝑠(𝑥), the gov-
erning differential compatibility equations of the beam and
shear-layer components are obtained; thus

𝑀(𝑥)
IE

+ ( 1𝑘1 + 1𝑘2)(𝑑
4𝑀(𝑥)𝑑𝑥4 − 𝑑2𝑝𝑦 (𝑥)𝑑𝑥2 )

− 1𝑘1 𝑑
3𝑉𝑠 (𝑥)𝑑𝑥3 = 0 : for 𝑥 ∈ (0, 𝐿) , (13)
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𝑉𝑠 (𝑥)
GA

+ 1𝑘1 (𝑑
3𝑀(𝑥)𝑑𝑥3 − 𝑑𝑝𝑦 (𝑥)𝑑𝑥 − 𝑑2𝑉𝑠 (𝑥)𝑑𝑥2 )

= 0 : for 𝑥 ∈ (0, 𝐿) . (14)

Equations (13) and (14) form a set of governing differ-
ential compatibility equations of the system. It is noted that
the compatibility equations of the lower and upper spring
deformations are not involved in the virtual force equation
since their conjugate-work forces (𝐷1(𝑥) and 𝐷2(𝑥)) are
eliminated in (10). However, they can be obtained simply by
considering the geometrical deformations of the lower and
the upper springs in Figure 1(a) as

Δ 1 (𝑥) − V𝑠 (𝑥) = 0,Δ 2 (𝑥) − (V𝐵 (𝑥) − V𝑠 (𝑥)) = 0, (15)

where V𝑠(𝑥) is the shear-layer vertical displacement. Consid-
ering the deformation-force relations of (5) and enforcing
the equilibrium equations of (3) and (4) and compatibility
equations of (15), (13), and (14) are reduced to

𝜅 (𝑥) − 𝑑2V𝐵 (𝑥)𝑑𝑥2 = 0, (16)

𝛾 (𝑥) − 𝑑V𝑠 (𝑥)𝑑𝑥 = 0. (17)

It now becomes clear that (13) and (14) simply state the
definitions of the beam section curvature and shear-layer
section shear strain, respectively.

To make use of (13) and (14), there is a need to establish
the relation between 𝑉𝑠(𝑥) and 𝑀(𝑥). This could be accom-
plished by recalling the governing differential equation of the
foundation surface subjected to a continuously distributed
load as given by Kerr [11]:

(1 + 𝑘1𝑘2)𝐷2 (𝑥) − GA𝑘2 𝑑
2𝐷2 (𝑥)𝑑𝑥2

= 𝑘1V𝐵 (𝑥) − GA
𝑑2V𝐵 (𝑥)𝑑𝑥2 . (18)

Enforcing the equilibrium equations of (3) and (4) as
well as compatibility equations of (15), recalling the curvature
definition of (16), and considering the deformation-force
relations of (5), (18) relates the first derivative of the shear-
layer section shear force to the bending moment and its
fourth-order derivative as

𝑑𝑉𝑠 (𝑥)𝑑𝑥 = GA

IE
𝑀(𝑥) + GA𝑘2 𝑑

4𝑀(𝑥)𝑑𝑥4 − GA𝑘2 𝑑
2𝑝𝑦 (𝑥)𝑑𝑥2 . (19)

Differentiating (19) twice and substituting into (13) yield
the following sixth-order differential equation:

𝑑6𝑀(𝑥)𝑑𝑥6 + 𝜆1 𝑑4𝑀(𝑥)𝑑𝑥4 + 𝜆2 𝑑2𝑀(𝑥)𝑑𝑥2 + 𝜆3𝑀(𝑥)
= 𝑑4𝑝𝑦 (𝑥)𝑑𝑥4 + 𝜆1 𝑑2𝑝𝑦 (𝑥)𝑑𝑥2 : for 𝑥 ∈ (0, 𝐿) , (20)

where 𝜆1 = −((𝑘1 + 𝑘2)/GA); 𝜆2 = 𝑘2/IE and 𝜆3 =−𝑘1𝑘2/IEGA.
It is noted that when the upper-spring modulus 𝑘2

approaches infinite, (20) is reduced to a fourth-order gov-
erning differential compatibility equation of the beam on
Winkler-Pasternak foundation as given by Limkatanyu et al.
[30] and when the shear-layer section modulus GA is equal
to zero, (20) becomes a fourth-order governing differential
compatibility equation of the beam on Winkler foundation
as given by Limkatanyu et al. [29]. Furthermore, when
compared to the governing differential equation derived by
Avramidis and Morfidis [19] using the principle of stationary
potential energy (equivalent to the virtual displacement
principle), it becomes clear that (20) and the one derived
by Avramidis and Morfidis [19] are dual. This illustrates
the dualism of the virtual displacement and virtual force
principles.

The end-boundary compatibility conditions are obtained
by accounting for the arbitrariness of 𝛿P in (12) as

𝑈1 = 1𝑘1(𝑑𝑉𝑠 (𝑥)𝑑𝑥 )
𝑥=0

− ( 1𝑘1 + 1𝑘2)(𝑑
2𝑀(𝑥)𝑑𝑥2 )

𝑥=0

+ ( 1𝑘1 + 1𝑘2) (𝑝𝑦 (𝑥))𝑥=0,
𝑈2 = 1𝑘1(𝑑

2𝑉𝑠 (𝑥)𝑑𝑥2 )
𝑥=0

− ( 1𝑘1 + 1𝑘2)(𝑑
3𝑀(𝑥)𝑑𝑥3 )

𝑥=0

+ ( 1𝑘1 + 1𝑘2)(𝑑𝑝𝑦 (𝑥)𝑑𝑥 )
𝑥=0

,
𝑈3 = 1𝑘1(𝑑𝑉𝑠 (𝑥)𝑑𝑥 )

𝑥=𝐿
− ( 1𝑘1 + 1𝑘2)(𝑑

2𝑀(𝑥)𝑑𝑥2 )
𝑥=𝐿

+ ( 1𝑘1 + 1𝑘2) (𝑝𝑦 (𝑥))𝑥=𝐿,
𝑈4 = 1𝑘1(𝑑

2𝑉𝑠 (𝑥)𝑑𝑥2 )
𝑥=𝐿

− ( 1𝑘1 + 1𝑘2)(𝑑
3𝑀(𝑥)𝑑𝑥3 )

𝑥=𝐿

+ ( 1𝑘1 + 1𝑘2)(𝑑𝑝𝑦 (𝑥)𝑑𝑥 )
𝑥=𝐿

,
𝑈5 = 1𝑘1(𝑑𝑉𝑠 (𝑥)𝑑𝑥 − 𝑑2𝑀(𝑥)𝑑𝑥2 )

𝑥=0

+ 1𝑘1 (𝑝𝑦 (𝑥))𝑥=0,
𝑈6 = 1𝑘1(𝑑𝑉𝑠 (𝑥)𝑑𝑥 − 𝑑2𝑀(𝑥)𝑑𝑥2 )

𝑥=𝐿

+ 1𝑘1 (𝑝𝑦 (𝑥))𝑥=𝐿.
(21)

It is observed that the homogeneous and particular con-
tributions to the end displacements are clearly separated in
(21). This observation is unique to the proposed formulation
and very useful in determining the equivalent fixed-end force
vector due to the element load 𝑝𝑦(𝑥).
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3. ‘‘Exact’’ Element Stiffness Matrix:
Natural Approach

In this paper, the “exact” element stiffness matrix is derived
simply by inverting the “exact” element flexibility equation.
This is feasible since the system does not experience any
rigid-body motion (neither rigid-body translation nor rigid-
body rotation) due to the presence of supporting foundation.
Thus, the exact element flexibility matrix is at the core of
the element formulation and requires the “exact” moment
interpolation functions. The analytical solution to the sixth-
order governing differential compatibility equation of (20) is
central to obtain the exact moment interpolation functions.
For the sake of simplicity, the applied distributed load 𝑝𝑦(𝑥)
is assumed to be uniform along the whole length of the
beam. Thus, only homogeneous solution is required to derive
the exact moment interpolation functions. This merit comes
from the fact that the force terms on the right-hand side
of (20) disappear as long as 𝑝𝑦(𝑥) varies uniformly along
the whole length of the beam, thus rendering the proposed
flexibility-based model attractive and unique.

Thanks to the comprehensive investigation performed by
Morfidis [34] and Avramidis and Morfidis [19] on all possible
solutions to the similar sixth-order differential equation, the
general solution of (20) can be written as

𝑀(𝑥) = 𝜑1 (𝑥) 𝑐1 + 𝜑2 (𝑥) 𝑐2 + 𝜑3 (𝑥) 𝑐3 + 𝜑4 (𝑥) 𝑐4+ 𝜑5 (𝑥) 𝑐5 + 𝜑6 (𝑥) 𝑐6, (22)

where 𝜑1(𝑥), 𝜑2(𝑥), 𝜑3(𝑥), 𝜑4(𝑥), 𝜑5(𝑥), and 𝜑6(𝑥) are real
functions and their forms depend on the values of the system
parameters (𝜆1, 𝜆2, and 𝜆3) as given in Appendix A; and𝑐1, 𝑐2, 𝑐3, 𝑐4, 𝑐5, and 𝑐6 are constants of integration to be
determined by imposing force boundary conditions. These
six force boundary conditions are

−[𝑑𝑀𝑑𝑥 ]𝑥=0 = 𝑃1, −𝑀 (0) = 𝑃2,
[𝑑𝑀𝑑𝑥 ]𝑥=𝐿 = 𝑃3, 𝑀 (𝐿) = 𝑃4,
−[𝑉𝑠]𝑥=0 = 𝑃5, [𝑉𝑠]𝑥=𝐿 = 𝑃6.

(23)

The first four boundary conditions on the beam ends
can be imposed directly while the last two on the shear-
layer ends cannot be enforced at the first stage since the
beam-section bending moment𝑀(𝑥) is the only variable field
in the governing differential compatibility equation of (20).
This difficulty can be overcome by establishing the relation
between 𝑉𝑠(𝑥) and𝑀(𝑥).

Recalling the shear-layer compatibility condition of (14)
and the 𝑉𝑠(𝑥) − 𝑀(𝑥) relation of (19), the shear-layer shear

force 𝑉𝑠(𝑥) can be expressed in terms of the beam-section
bending moment𝑀(𝑥) and its derivatives as

𝑉𝑠 (𝑥) = 𝜗1(𝑑5𝑀(𝑥)𝑑𝑥5 − 𝑑3𝑝𝑦 (𝑥)𝑑𝑥3 )
+ 𝜗2 (𝑑3𝑀(𝑥)𝑑𝑥3 − 𝑑𝑝𝑦 (𝑥)𝑑𝑥 ) + 𝜗3 𝑑𝑀(𝑥)𝑑𝑥 , (24)

where 𝜗1 = GA2/𝑘1𝑘2, 𝜗2 = −GA/𝑘1, and 𝜗3 = GA2/IE𝑘1.
By imposing force boundary conditions of (23), the

moment interpolation relation can be expressed as

𝑀(𝑥) = N𝐵𝐵 (𝑥)P, (25)

where N𝐵𝐵(𝑥) = ⌊𝑁𝐵𝐵1(𝑥) 𝑁𝐵𝐵2(𝑥) 𝑁𝐵𝐵3(𝑥) 𝑁𝐵𝐵4(𝑥)𝑁𝐵𝐵5(𝑥) 𝑁𝐵𝐵6(𝑥)⌋ is an array containing the moment
interpolation functions. Imposing the relation of (24) and
differential equilibrium equations of (3) and (4), the shear-
layer shear force 𝑉𝑠(𝑥), the lower-spring force𝐷1(𝑥), and the
upper-spring force𝐷2(𝑥) can be expressed in terms of P as

𝑉𝑠 (𝑥) = N𝑉𝑠𝐵 (𝑥)P,𝐷1 (𝑥) = N𝐷1𝐵 (𝑥)P,𝐷2 (𝑥) = N𝐷2𝐵 (𝑥)P,
(26)

where N𝑉𝑠𝐵(𝑥) = ⌊𝑁𝑉𝑠𝐵1(𝑥) 𝑁𝑉𝑠𝐵2(𝑥) 𝑁𝑉𝑠𝐵3(𝑥) 𝑁𝑉𝑠𝐵4(𝑥)𝑁𝑉𝑠𝐵5(𝑥) 𝑁𝑉𝑠𝐵6(𝑥)⌋ is an array containing the shear-layer
shear-force interpolation functions; N𝐷1𝐵(𝑥) = ⌊𝑁𝐷1𝐵1(𝑥)𝑁𝐷1𝐵2(𝑥) 𝑁𝐷1𝐵3(𝑥) 𝑁𝐷1𝐵4(𝑥) 𝑁𝐷1𝐵5(𝑥) 𝑁𝐷1𝐵6(𝑥)⌋ is an
array containing the lower-spring force interpolation func-
tions; and N𝐷2𝐵(𝑥) = ⌊𝑁𝐷2𝐵1(𝑥) 𝑁𝐷2𝐵2(𝑥) 𝑁𝐷2𝐵3(𝑥)𝑁𝐷2𝐵4(𝑥) 𝑁𝐷2𝐵5(𝑥) 𝑁𝐷2𝐵6(𝑥)⌋ is an array containing the
upper-spring force interpolation functions.

Applying the virtual force expression of (9), substituting
(25)-(26), and accounting for the arbitrariness of 𝛿P yield the
following element flexibility equation:

FP = U + U𝑝𝑦 , (27)

where F is the element flexibility matrix, defined as

F = F𝐵𝐵 + F𝑉𝑠𝑉𝑠 + F𝐷1𝐷1 + F𝐷2𝐷2 , (28)

where F𝐵𝐵, F𝑉𝑠𝑉𝑠 , F𝐷1𝐷1 , and F𝐷2𝐷2 are the beam, the shear-
layer, the lower-spring, and the upper-spring contributions
to the element flexibility matrix, respectively:

F𝐵𝐵 = ∫
𝐿
N𝐵𝐵

𝑇 ( 1
IE
)N𝐵𝐵𝑑𝑥,

F𝑉𝑠𝑉𝑠 = ∫
𝐿
N𝑉𝑠𝐵

𝑇 ( 1
GA

)N𝑉𝑠𝐵𝑑𝑥,
F𝐷1𝐷1 = ∫

𝐿
N𝐷1𝐵

𝑇 ( 1𝑘1)N𝐷1𝐵𝑑𝑥,
F𝐷2𝐷2 = ∫

𝐿
N𝐷2𝐵

𝑇 ( 1𝑘2)N𝐷2𝐵𝑑𝑥.
(29)
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Figure 2: Natural beam element on Kerr-type foundation.

It is noted that element end displacements U𝑝𝑦 due to

the applied load 𝑝𝑦(𝑥) is supplemented into (27). In the case
of linear variation of 𝑝𝑦(𝑥), U𝑝𝑦 can be written in a simple

expression as given in Appendix B.
Based on the element flexibility expression of (27), the

element stiffness equation can be written as

P = K𝑁U + P
𝐹𝐸
𝑝𝑦
, (30)

where the complete element stiffness matrix K𝑁 is F−1 and
the fixed-end force vector due to 𝑝𝑦(𝑥) is simply computed
as K𝑁U𝑝𝑦 . It is worthwhile to note that the subscript 𝑁
stands for “natural.” This is due to the fact that the approach
employed herein to obtain the element stiffness matrix is
known as the natural approach [28]. The configuration of the
natural beam element on Kerr-type foundation is shown in
Figure 2.

Unlike the stiffness-based formulation, the displacement
fields cannot be computed directly since no displacement
interpolation function is available in the element formulation.
However, the following compatibilities can be used to retrieve
the vertical displacement and rotational fields of the beam
component and the vertical displacement field of the shear-
layer component once the internal force distributions are
obtained:

V𝐵 (𝑥) = ( 1𝑘1 + 1𝑘2)(𝑝𝑦 (𝑥) − 𝑑
2𝑀(𝑥)𝑑𝑥2 ) + 1𝑘1 𝑑𝑉𝑠 (𝑥)𝑑𝑥 ,

𝜃𝐵 (𝑥) = 𝑑V𝐵 (𝑥)𝑑𝑥
= ( 1𝑘1 + 1𝑘2)(𝑑𝑝𝑦 (𝑥)𝑑𝑥 − 𝑑3𝑀(𝑥)𝑑𝑥3 )
+ 1𝑘1 𝑑

2𝑉𝑠 (𝑥)𝑑𝑥2 ,
V𝑠 (𝑥) = 1𝑘1 (𝑝𝑦 (𝑥) − 𝑑

2𝑀(𝑥)𝑑𝑥2 + 𝑑𝑉𝑠 (𝑥)𝑑𝑥 ) .
(31)

4. Restrained Effects of Extended Kerr-Type
Foundation on the Beam End

When the foundation on either end of the beam is infinitely
extended, appropriate modeling of the beam-end condition
is deemed essential to account for the foundation continuity
[35]. One efficient way to consider this end effect is to place

a vertical spring with a stiffness of √𝑘1GA at the associated
beam end as suggested by Eisenberger and Bielak [36]. A
detailed derivation of this stiffness value can be found in
Alemdar and Gülkan [35] and Colasanti and Horvath [25].
For the case of finitely extended foundation, a virtual beam-
foundation element with a small value of the flexural rigidity
and large value of the upper-spring modulus can be assumed
beyond its physical end to account for the existence of the
extended foundation.

5. Numerical Example

A free-free beam on an infinitely long Kerr-type foundation
subjected to various loads along its length is shown in
Figure 3. This beam-foundation system was also studied by
Morfidis [20] and is used in this study to verify the accuracy
and to show the efficiency of the natural beam element on
Kerr-type foundation. The flexural stiffness IE and width 𝑏
of the beam are 248.7 × 103 kN-m2 and 1 m, respectively. The
elastic soil mass underneath the beam is 10 m depth and is
assumed to be loose sand with elastic modulus 𝐸𝑠 = 17.5 ×103 kN/m2 and Poisson ratio V = 0.3. Following the modified
Kerr-Reissner model [18, 19], the lower-spring 𝑘1 and shear-

layer section GA moduli are found to be 2.33 × 103 kN/m2

and 29.91 × 103 kN, respectively. As suggested by Avramidis
and Morfidis [19], the upper-spring modulus 𝑘2 is related to
the lower-spring modulus 𝑘1 as

𝑛𝑘2𝑘1 = 𝑘2𝑘1 , (32)

where 𝑛𝑘2𝑘1 is a factor expressing the relative stiffness of
the upper and the lower springs. Following comprehensive
correlation studies between the three-parameter foundation
and the high fidelity 2D finite element models by Avramidis
and Morfidis [19], the optimal values of 𝑛𝑘2𝑘1 are suggested

depending on the system parameters. In this example, the
value of 𝑛𝑘2𝑘1 is equal to 7 which is the optimal value for soft

soils [19]. Thus, the value of 𝑘2 is equal to 16.3 × 103 kN/m2.
To account for the effect of infinitely extended foundation
beyond both beam ends, a vertical spring with stiffness 𝑘end =√𝑘1GA = 8.35 × 103 kN/m is placed at each end as shown in
Figure 3. Seven natural beam-foundation elements (elements
AB, BC, CD, DE, EF, FG, and GH) are used to discretize the
system, thus resulting in twenty-four nodal unknowns.

The beam-foundation system of Figure 3 is also analyzed
by the 2D finite element model [33]. Figure 4 shows the
2D finite element mesh of the beam-foundation system of
Figure 3. The virtual soil mass of the length 2𝐿 = 15m is
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Figure 3: Numerical example: free-free beam on Kerr-type foundation subjected to various loads along its length.

Figure 4: 2D finite element mesh of the beam-foundation system in Figure 3.

assumed beyond each beam end to account for the existence
of the infinitely long foundation. The soil mass is discretized
into 950 rectangular plane-strain elements while the beam
is modeled with 35 conventional beam elements. In order
to ensure the sufficiency of the model discretization, a finer
finite element mesh was used but yielded the same analysis
results.

Figure 5 shows the obtained beam vertical displacement,
beam rotation and shear-layer vertical displacement dia-
grams while Figure 6 shows the obtained beam shear force,
beam moment, and shear-layer force diagrams. The exact
displacement-based responses given by Avramidis and Mor-
fidis [19] and Morfidis [20] as well as the responses obtained
with 2D finite element analysis (2D FEM model) are also
superimposed for comparison on the respective diagrams.
Clearly, the natural beam-foundation model is capable of rep-
resenting the exact displacement and force responses using
only one element for the beam span. Winkler-foundation
responses obtained with the model by Limkatanyu et al.
[29] are also presented in the same respective diagrams.
The results presented in Figure 5 indicate that the Kerr-
type foundation model plays a role in reducing the vertical
displacement and rotation of the beam, thanks to the coupling
between the Winkler-foundation springs. This coupling effect
renders the Kerr-type foundation model with the ability to
resemble the displacement and rotation diagrams obtained
with the 2D FEM model. When compared to the Winkler-
foundation model, Figure 6 shows that the Kerr-type foun-
dation model affects the bending moment response more

than the shear-force response along the beam. Furthermore,
the bending moment response obtained with the Kerr-type
foundation model is closer to that obtained with the 2D FEM
model when compared to the Winkler-foundation model. It
should be kept in mind that a complete comparison between
the proposed model and the more sophisticated finite element
model is not to be expected. This is due to the fact that a
full compatibility at the beam-soil interface is assumed in
the finite element model while only the vertical displacement
compatibility is enforced in the proposed model [37]. In this
example, introducing the more refined foundation model
generally results in reducing the negative moment (concave)
but slightly increasing the positive moment (convex).

Figure 7 shows the upper and the lower spring force
diagrams. Obviously, the proposed beam-foundation element
is capable of representing the exact foundation-spring force
distributions along the beam length. Figure 7(a) compares the
interactive foundation force acting at the bottom face of the
beam obtained with the Winkler and Kerr-type foundation
models. Evidently, the distribution characteristics of these
two foundation interactive forces are distinctively different.
The interactive foundation force distribution obtained with
the Kerr-type foundation model corresponds well to the
observation made by Foppl [12] that there exists a cer-
tain degree of discontinuities in system responses between
the loaded and the unloaded regions of the actual beam-
foundation system. This feature is unique to the Kerr-type
foundation model and clearly indicated by incompatibilities
between the upper and the lower foundation spring forces at
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Figure 5: Diagrams for beam displacement, beam rotation, and shear-layer displacement.

both beam ends (𝑥 = 0 and 𝑥 = 7.5m), thus resulting in
accurately representing the peripheral reactions of the beam
ends [6].

6. Summary and Conclusions

The “natural” element stiffness matrix and the fixed-end force

vector for a beam on elastic foundation subjected to a uni-

formly distributed load are derived in this paper. The Kerr-

type foundation model is employed to model the underlying

foundation continua, thus taking into account the shear

coupling between the individual Winkler-spring components

through the shear-layer component and determining the

level of vertical-displacement continuity at the boundaries

between the loaded and the unloaded soil surfaces. This

feature is unique to the Kerr-type foundation model. The ele-

ment flexibility matrix forms the core of the natural element

stiffness matrix and is derived based on the virtual force
principle using the “exact” force interpolation functions. The
exact force interpolation functions are obtained by solving

analytically the sixth-order governing differential compat-
ibility equation. Compared to the stiffness-based models
published in the literatures, the effect of the applied element
load can readily be included in the proposed formulation.
One numerical example is employed to verify the accuracy
and efficiency of the natural beam-foundation model. This
numerical example shows that the natural beam-foundation
element is capable of giving exact system responses. There-
fore, the exactness of the proposed element obviates the
requirement for discretizing the beam into several elements
between loading points. The number of elements needed in
the analysis of a beam-foundation system is largely dictated
by the convenient way of representing loadings (concentrated
or distributed loads). Furthermore, the Kerr-type foundation
model results in more realistic interactive foundation forces

as compared to the Winkler foundation model. A 2D finite
element model is also used to confirm the superiority of
the proposed model. The next step forward in this research
direction is to account for system nonlinearities and to apply
the resulting model to practical soil-structure interaction
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Figure 6: Diagrams for beam shear force, bending moment, and shear-layer force.
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Figure 7: Diagrams for upper and lower spring foundation forces.
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problems. This could be accomplished by first following the
evolution of beam and foundation mechanical parameters
and then updating the force interpolation functions accord-
ingly. Another interesting topic worth investigating in future
works is the derivation of consistent mass and geometric
stiffness matrices based on the force interpolation functions.

Appendices

A. Homogenous Solution to the
Sixth-Order Governing Differential
Compatibility Equation (20)

The homogeneous form of (20) can be written as

𝑑6𝑀(𝑥)𝑑𝑥6 + 𝜆1 𝑑4𝑀(𝑥)𝑑𝑥4 + 𝜆2 𝑑2𝑀(𝑥)𝑑𝑥2 + 𝜆3𝑀(𝑥)
= 0 : for 𝑥 ∈ (0, 𝐿) . (A.1)

For simplicity, the following auxiliary variables are intro-
duced instead of terms of system parameters 𝜆1, 𝜆2, and 𝜆3:

𝛼 = (− (𝜆21/3) + 𝜆2)3 ,
𝛽 = ((2𝜆31/27) − (𝜆1𝜆2/3) + 𝜆3)2 ,
Δ = 𝛼3 + 𝛽2,

(A.2)

Φ1 = − ( 3√−𝛽 + √Δ + 3√−𝛽 − √Δ + (2𝜆1/3))2 ,
Φ2 = √3( 3√−𝛽 + √Δ − 3√−𝛽 − √Δ)2 .

(A.3)

There are many solution types to (A.1) depending on the
sign of the auxiliary parameter Δ. Thanks to the thorough
investigations of all possible solution cases, Avramidis and
Morfidis [19] and Morfidis [20] suggest the most common
solution case corresponding to the positive sign of the
auxiliary parameter Δ as follows.

Solution Case (when Δ = 𝛼3 + 𝛽2 > 0). The homogeneous
solution of (20) can be written as

𝑀(𝑥) = 𝜑1 (𝑥) 𝑐1 + 𝜑2 (𝑥) 𝑐2 + 𝜑3 (𝑥) 𝑐3 + 𝜑4 (𝑥) 𝑐4+ 𝜑5 (𝑥) 𝑐5 + 𝜑6 (𝑥) 𝑐6, (A.4)

where 𝜑1 (𝑥) = 𝑒Γ1𝐿, 𝜑2 (𝑥) = 𝑒−Γ1𝐿,𝜑3 (𝑥) = 𝑒Γ3𝐿 cos Γ2𝐿, 𝜑4 (𝑥) = 𝑒Γ3𝐿 sin Γ2𝐿,𝜑5 (𝑥) = 𝑒−Γ3𝐿 cos Γ2𝐿, 𝜑6 (𝑥) = 𝑒−Γ3𝐿 sin Γ2𝐿,
(A.5)

Γ1 = √ 3√−𝛽 + √Δ + 3√−𝛽 − √Δ − 𝜆13 ,
Γ2 = √(√Φ21 + Φ22 − Φ1)2 ,
Γ3 = √(√Φ21 + Φ22 + Φ1)2 .

(A.6)

B. Nodal Displacements due to 𝑝𝑦(𝑥)
The nodal displacements due to the uniformly distributed
load 𝑝𝑦(𝑥) = 𝑝0 may be written as

𝑈1𝑝𝑦 = 𝑈3𝑝𝑦 = ( 1𝑘1 + 1𝑘2)𝑝0,𝑈2𝑝𝑦 = 𝑈4𝑝𝑦 = 0,
𝑈5𝑝𝑦 = 𝑈6𝑝𝑦 = 𝑝0𝑘1 .

(B.1)
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Soil nailing has been one of the most popular techniques for improving the stability of slopes, in which rows of nails and a
structural grillage system connecting nail heads are commonly applied. In order to examine the spatial-reinforcement effect of
soil nails in slopes, a three-dimensional (3D) numerical model has been developed and used to back-analyze a field test slope under
surcharge loading. Incremental elastoplastic analyses have been performed to study the internal deformation within the slope and
the development of nail forces during the application of top surcharge loads. Different treatments of the grillage constraints at nail
heads have been studied. It is shown that the numerical predictions compare favorably with the field test measurements. Both the
numerical and the field test results suggest that soil nails are capable of increasing the overall stability of a loose fill slope for the
loading conditions considered in this study. The axial force mobilization in the two rows of soil nails presents a strong dependence
on the relative distance with the central section. With the surcharge loads increased near the bearing capacity of the slope, a grillage
system connecting all the nail heads can affect the stabilizing mechanism to a notable extent.

1. Introduction

Soil nailing is an effective in situ reinforcing technique for
retaining excavations and stabilizing slopes. The interaction
between a soil nail and the surrounding soil is a key aspect in
the design and therefore is of great interest to both engineers
and researchers. Soil nails used in slope upgrading works nor-
mally consist of an unstressed steel bar grouted in a predrilled
hole of soil mass using cement slurry and are usually designed
as a passive reinforcement in that resisting axial force is
mobilized only when slope instability is triggered by extreme
loading. The primary resisting force comes from the tensile
resistance of the steel reinforcement. The interaction mecha-
nism is characterized by the mobilization of frictional forces
along the entire length of the inclusion, which consequently
results in the generation of tensile forces along the rein-
forcement. Quite several analytical models [1–5] have been
developed and used to qualitatively describe the principal

mechanism, which are easy to use but may oversimplify the
complex stress transfer mechanism.

Numerical simulation is also an important method for
investigating the soil nail behavior. Two-dimensional model-
ing has been commonly applied to simulate the fundamental
behavior of soil-nail interactive system as a plane strain prob-
lem, such as those by Matsui et al. [6], Cheuk et al. [7], and
Fan and Luo [8]. These studies focused on different aspects of
soil-nail system, including the force transfer mechanism, soil-
nail interaction, and failure mechanism. 3D modeling studies
have been also applied by researchers to analyze fundamental
behavior of nailed slopes. Zhang et al. [9] and Yang and
Drumm [10] analyzed 3D slope behavior to investigate the
effects of stage excavation, construction, and the surcharge
loading. In addition, Zhou [11] studied the boundary effect
on the pullout resistance and the pullout reaction of soil nails
in a pullout test box using 3D numerical models. A thorough
3D numerical investigation into the reinforcement effect of
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multiple soil nails in slopes under varied working conditions
is still limited.

Li [12] reported a field slope test to examine the strength-
ening mechanism of soil nails in a purposely built fill slope
under different loading conditions. Typically top surcharge
and water infiltration from the slope surface as well as the bot-
tom were considered. The test results demonstrated a global
stabilizing effect by the multiple soil nails. Detailed records
of the slope movements, the nail force distributions, and the
change in water content distributions were provided [12]. This
paper describes a 3D numerical model for the investigation of
the complex interaction between nails and surrounding soils
in this slope test. The response in the surcharge process was
focused in this study as significant nail forces were mobilized
in this stage. Different to the previous research by the authors
[13], the coupled hydromechanical response in the test slope
is modeled based on a 3D finite element model in this study,
in which the spatial reinforcement by two rows of soil nails is
considered. An interface element technique is adopted to
simulate the cohesive-frictional behavior along the soil-nail
interface. The contribution of the surface grillage beams
connecting the nail heads has been also examined through a
series of numerical analyses. The numerical results are com-
pared with the field measurements to assess the reinforce-
ment effect of each soil nail in the designed arrangement
manner, and the mechanism of nonuniform distribution of
nail force mobilization has been also studied.

2. Briefs about the Field Test

2.1. Slope Construction and Geometry. For completeness, a
brief introduction to the field test is provided in this section.
More details about the field test can be found elsewhere [12].
The test slope is made up of loose completely decomposed
granite (CDG) and was constructed on a moderately gentle
site with an average gradient of 20∘. The basic geometry of the
slope is given in Figure 1. It was 4.75 m in height and 9 m in
width. The crest of the slope is 4 m long, and the inclination
angle is 33∘. In order to laterally confine the fill soils, two
gravity retaining walls were constructed on both sides, and
an apron of 0.8 m in height was built at the toe. A blinding
layer was placed underneath the fill slope to isolate it from
the ground soil and to provide a drainage path for water infil-
tration during the wetting stages of the field test. It was con-
structed by ordinary concrete and reinforced by A252 steel
mesh, and a layer of no-fines concrete was arranged above.

Ten cement grouted nails were installed in the test slope
for the purpose of stabilization at vertical and horizontal
spacings of 1.5 m. All the nails were arranged at an inclination
angle of 20∘ to the horizontal. Similar to common practice,
the construction procedures were as follows: firstly a hole of
100 mm in diameter was drilled; then a 25 mm diameter steel
ribbed bar was inserted into the hole with centralizers to fix
the position; at the last step, the hole was filled with ordinary
cement slurry. In the field tests, two types of nail heads
were applied, namely, independent head and grillage beams,
which allowed an investigation into the influence of different
treatments.

2.2. Field Surcharge Test. The field test study was comprised of
three stages, namely, (1) surcharge, (2) wetting with surcharge,
and (3) wetting without surcharge. For the main attention
of this study is placed on the strengthening mechanism of
multiple nails, only the surcharge loads during the first stage
are described herein. The top surcharge was achieved by
layering concrete blocks of 1 m× 1 m× 0.6 m on the slope crest
(Figure 1). A total of 90 blocks were applied sequentially
into 5 layers along the vertical direction. The development
of resultant pressure from the self-weight of blocks on the
central area of the crest can be categorized into 4 main stages
(Figure 2), and the final total surcharge pressure was 72 kPa.
During the field test, a comprehensive instrumentation sys-
tem, including inclinometers, strain gauges, moisture probes,
and tensiometers, was designed and installed in the fills and
nails (Figure 1). The field measurement data formed the basis
of the parametric analyses and discussions in this study.

3. Numerical Model

The field test data showed that the slope fills remained unsat-
urated during the surcharge stage. Even though the contribu-
tion of the suction to the overall response of the nailed slope
has been demonstrated to be negligibly small by the previous
plane strain analyses [13], a coupled hydromechanical numer-
ical approach is adopted in this study for the consideration
of consecutive modeling of the complete three stages in the
field test. The finite element package ABAQUS [14] is used as a
platform for the analyses. The current study adopts exactly the
same basic assumptions as described in detail in [13]. Here we
will just briefly outline the principles of this numerical model.
The loose fill is treated as a porous medium, and a simplified
effective stress principle is adopted to describe its mechanical
behavior:

𝜎 = 𝜎 − 𝜒 (𝑠) 𝑢𝑤I, (1)

where 𝜎 and 𝜎 are the effective and total stresses, respectively;𝜒 is a factor that depends on the saturation degree 𝑠; I is a
second-order unit tensor; 𝑢𝑤 denotes the pore water pressure.
As a common choice, a simple function of 𝜒 = 𝑠 is adopted in
this study.

3.1. Basic Equations.The fundamental equations include stress
equilibrium of the soil skeleton and flow continuity of pore
water, which are given as follows:

∫
𝑉
(𝜎 + 𝜒𝑢𝑤I) : 𝛿𝜀 𝑑𝑉 = ∫

𝑠
t ⋅ 𝛿k 𝑑𝑆 + ∫

𝑉
f ⋅ 𝛿k 𝑑𝑉

+ ∫
𝑉
𝑠𝑛𝜌𝑤g ⋅ 𝛿k 𝑑𝑉

𝑑𝑑𝑡 (∫𝑉 𝜌𝑤𝜌0𝑤 𝑠𝑛 𝑑𝑉) = −∫𝑠 𝜌𝑤𝜌0𝑤 𝑠𝑛n ⋅ k𝑤 𝑑𝑆,
(2)

where 𝛿𝜀 = sym(𝜕𝛿k/𝜕x) denotes the virtual rate of defor-
mation; 𝛿k is a virtual velocity field; t and f denote surface
tractions per unit area and body forces per unit volume,
respectively; 𝑛 indicates the soil porosity; g is the gravitational
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Figure 1: General arrangement of the field test.

acceleration; k𝑤 is the pore water flow velocity; n is the out-

ward normal to 𝑆; 𝜌𝑤 and 𝜌0𝑤 denote the water density and a
reference density for normalization, respectively.

The coupling stress equilibrium and flow continuity equa-
tions are solved simultaneously. A Lagrangian formulation is
used in the discretization of the balance equation for the soil
skeleton, and displacements are taken as nodal variables. The
continuity equation is integrated in time using the backward
Euler approximation method, and pore water pressure is
taken as a field variable in finite element discretizations.

Generally nonlinearity arises from the coupling between
seepage and mechanical behavior in the system equations.
The Newton-Raphson method is used to calculate the incre-
mental numerical solutions. In addition, Darcy’s Law is
applied to model the pore fluid flow, which has been shown to
be valid for unsaturated soils if the coefficient of permeability,
k, is written as a function of the degree of saturation.

3.2. 3D Finite Element Mesh and Boundary Conditions. The
symmetry of the nailed slope and load/boundary conditions
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Table 1: Summary of material parameters.

Initial conditions Elastic properties Shear strength Hydraulic properties

CDG fill soil
𝛾𝑑 = 1.41 kg/m3,𝑒0 = 0.86,𝑀𝑐0 = 14.9%

𝜇 = 0.05𝜅 = 0.011 𝑐󸀠 = 2 kPa,𝜙󸀠 = 32∘𝜓 = 5∘ k-Figure 4
SWCC-Figure 4

Soil nails —
𝐸 = 2.5 × 104 MPa,𝜇 = 0.2 — —

In situ ground — 𝐸 = 35MPa, 𝜇 = 0.25 — —

No-fines concrete —
𝐸 = 1 × 104 MPa,𝜇 = 0.2 — 𝑘 = 1.0 × 10−4 m/s

Soil-nail interface —
𝐸 = 10MPa,𝜇 = 0.2 𝑐󸀠 = 10.6 kPa,𝜙󸀠 = 35.8∘ —

E, 𝜇, 𝜅,𝑀𝑐0, 𝛾𝑑, e0, k, 𝑐󸀠, and 𝜙󸀠 are Young’s modulus, Poisson’s ratio, the slope of the unloading-reloading line on the ]− ln𝑝󸀠 diagram, initial moisture content,
dry density, initial void ratio, permeability coefficient, cohesion intercept, and internal friction angle, respectively, and the subscript “0” denotes the initial value.
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Figure 2: The applied surcharge process during the field test.

allows only one half of the slope to be modeled. The finite
element mesh is set up according to the actual geometry of the
slope and the soil nails. As shown in Figure 3, the slope fills
and the ground soil are modeled using a finite element mesh
consisting of 114815 8-node linear solid elements. Each node
has four degrees of freedom, one for pore water pressure and
three for displacements. Since a layer of asphalt was applied
above the natural ground surface as a watertight measure in
the field test, it is assumed in this study that redistribution of
water content is negligible within the in situ ground. Hence
only displacements are taken as the field variables for the
ground soil in the model. The drainage layer (i.e., no-fines
concrete layer) is also simulated as a deformable porous
medium by solid finite elements with coupled nodal variables.
Regarding the soil nails, each steel bar and surrounding grout
are idealized as a cylindrical bar of the same diameter and are
represented by solid elements with only displacement vari-
ables (see the inset of Figure 3).

The displacement boundary conditions of the numerical
model are taken as vertical rollers on the left cutting edge and
the right side of the test slope and full fixity at the base and the
constrained region at the concrete apron near the toe. Since

SN11
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SN21
SN22
SN23

Soil elem ent
Interface elem ent

Nail elem ent

Slope lls
No- nes 
concrete

In-situ soil
Z

Y

X

Figure 3: Finite element model of the nailed test slope (the inset
figure shows the detailed modeling of soil-nail interaction).

no water could flow out from the unsaturated slope during the
surcharge process, no-flow conditions are assumed along the
outer boundary of the entire model. Moreover, the interfaces
between the no-fines concrete layer and the surrounding soils
are assumed to be continuous with no slippage allowed as a
deep-seated failure mechanism along the interfaces was not
observed in the field test.

The average void ratio and degree of saturation of the soil
measured prior to the field test have been adopted as the ini-
tial conditions for the analyses (Table 1). The initial distribu-
tions of internal stresses and pore water pressures within the
slope under the gravity loads are then obtained by initial equi-
librium calculations before surcharge loading is imposed on
the slope. The surcharge is simplified as a uniformly distrib-
uted pressure applied to the crest of the slope, as prescribed
by the covering area of the concrete blocks during the field
test.

3.3. Soil Models and Parameters. As in previous plane strain
study [13], the fill soils are modeled by the Mohr-Coulomb
plasticity model with a nonassociated flow rule. To represent
the stress-dependent stiffness property of typical residual
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soils, the bulk modulus, 𝐾, of the soil skeleton is defined as
a function of the mean effective stress, 𝑝󸀠, according to

𝐾 = 𝜕𝑝󸀠𝜕𝜀𝑒V = 1 + 𝑒𝜅 𝑝󸀠 = ]𝜅𝑝󸀠, (3)

where 𝜀𝑒V denotes the elastic volumetric strain, 𝑒 and ] are the
void ratio and the specific volume, respectively, and 𝜅 is the
slope of the recompression-unloading line on the ] − ln𝑝󸀠
diagram. The Poisson ratio,𝜇, is assumed to be a constant, and
the shear modulus, 𝐺, is calculated by

𝐺 = 3 (1 − 2𝜇) ]𝑝󸀠2 (1 + 𝜇) 𝜅 . (4)

A smooth flow potential function proposed by Menétrey and
Willam [15] is adopted in the model. It has a hyperbolic shape
in the meridional stress plane and a piecewise elliptic shape in
the deviatoric stress plane. Generally plastic flows in the
meridional and deviatoric planes are nonassociated, and
dilatancy can be controlled by the magnitude of the dilation
angle. A perfect plastic hardening law is applied in the follow-
ing analyses.

Table 1 summarizes the parameters adopted in the analy-
ses. The stiffness and strength parameters are obtained from
relevant experiments [12]. A small dilation angle value of 𝜓 =5∘ is taken to limit shear-induced volumetric expansion in the
loose fill.

Regarding the hydraulic behavior of the unsaturated soil,
Figure 4 presents the permeability function and the water
retention curve for the loose fill soil, which are obtained based
on the observations from laboratory tests and field measure-
ments. The initial compaction degree of the loose fill was∼75% of the maximum dry density measured in a standard
Proctor test, and the initial moisture content was 14.9%.

For the in situ ground and the no-fines concrete layer
underneath the fill slope, the field test data showed that their
deformation is small enough that they are modeled by a linear

elastic model with the model parameters given in Table 1. A

large coefficient of permeability, 𝑘 = 10−4 m/s, is taken for the
no-fines concrete layer to represent its nearly free-draining
property.

3.4. Modeling of Soil Nails. As described above, each soil nail
is idealized as an elastic homogeneous bar in the finite ele-
ment model considering the low possibility of steel yielding.
By assuming the compatibility of axial deformation between
the grout and the steel rod along the nailing direction, the

equivalent Young’s modulus (𝐸) of the nail elements is deter-
mined as follow:

𝐸 = 𝐸𝑟𝐴𝑟 + 𝐸𝑔𝐴𝑔𝐴𝑟 + 𝐴𝑔 , (5)

where 𝐸𝑟 and 𝐸𝑔 denote the elastic modulus of the steel rod
and the grout, respectively, and 𝐴𝑟 and 𝐴𝑔 are their cross-
sectional area, respectively.

It has been demonstrated that a modeling approach that is
capable of accounting for possible bond and slippage between
the soil nail and the surrounding soil is more suitable for the
analysis of nail reinforcement effect and the global behavior
of the nailed slope [13]. Hence an interface element technique
has been adopted in this study. Three-dimensional eight-
node interface elements are used to simulate the steel-grout
interfacial behavior. As in many previous analyses by other
researchers (such as [16]), the elastic stiffness parameters, 𝑘𝑛
and 𝑘𝑠, for the grout-soil interface are defined as 𝐸𝑠/𝑡 and𝐺/𝑡
respectively, where 𝑡 is the thickness of interface elements; 𝐸𝑠
and𝐺 are the Young and shear moduli of the surrounding soil
material, respectively. Herein 𝑡 is chosen to be 2 mm, that is
about 2 percent of the nail diameter, and it can be considered
to be negligibly small with respect to the nail size.

The Mohr-Coulomb shear model is taken as the failure
criterion along the nail-soil interface. Tangential slippage will
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occur when the mobilized shear stress, 𝜏, reaches the shear
strength given by

𝜏 = 𝑐 + 𝜎󸀠𝑛 tan𝜙, (6)

where 𝑐 is an equivalent cohesion parameter for the soil-nail
interface; 𝜙 is the friction angle; and 𝜎󸀠𝑛 denotes the effective
normal stress exerted on the interface.

The frictional properties of the soil-nail interface are
evaluated from pullout tests prior to the field tests. This
gives the apparent cohesion intercept and equivalent friction
coefficient of 10.6 kPa and 0.72 (35.8∘), respectively. The off-
diagonal terms in the elastic stiffness matrix are zero, and
hence no dilatancy along the interface is considered in the
elastic regime. The dilatancy is introduced after the failure
criterion has been reached. The flow potential function is of a
similar form as (6) with the friction angle replaced by the dila-
tion angle𝜓. A summary of the above mechanical parameters
for the soil-nail interface is listed in Table 1.

In addition to the interfacial behavior along the soil-nail
interface, the boundary conditions at the nail heads also have
a direct impact on the nail force mobilization. There are two
different constraint options for the nail heads at the slope sur-
face. The first choice is a free end condition, which represents
a soil nail without any nail head or facing structure. Alterna-
tively, the nail heads are pinned together using a technique of
multiple point constraint, which presumes that the grillage
beams made up of reinforced concrete material are strong
enough and the displacements of the connecting nail head
nodes are enforced to be equal. It should be noted that no
interaction between the grid structure and the surface soil in
contact has been considered.

3.5. Analysis Programme. A total of four analyses have been
conducted in this study, and the analysis conditions are given
in Table 2. The surcharge loading process is considered in all
the analyses on a real-time scale over a period of ∼20 days
(Figure 2). Different considerations about the surface con-
straint have been examined to identify the spatial reinforce-
ment effect of soil nails on the overall response of the field test
slope. Besides an assumed case of unreinforced slope, another
hypothetical case of the test slope with all the heads of soil
nails connected has also been considered to illustrate the
possible maximal contribution by the surface structure. All
the analysis cases are deemed to form a basis of comparison
to examine the stabilizing mechanisms of multiple soil nails in
slopes.

4. Results and Discussions

4.1. Internal Slope Movement. During the field test, two incli-
nometers were installed in the slope near the central section,
denoted as I1 for the one at 300 mm from the crest corner
and I2 for the one installed in the middle (Figure 1). Three
sensors were installed on each inclinometer, and the hori-
zontal displacements in the down-slope direction were mon-
itored. Figures 5 and 6 compare the predicted and measured
horizontal displacements at the two inclinometer positions
at different surcharge stages. The predictions for an assumed

Table 2: Summary of the analysis cases.

Cases Soil nails Grillage system

1 Yes No

2 Yes
4 nails heads (SN12, SN13,
SN22, SN23) constrained

3 Yes
All 6 nails heads

constrained

4 No —

case with all nail heads connected by grillage (case 3) and for
an unreinforced slope (case 4) are also shown for comparison.
The three nailed slope models with different assumptions
of the surface grillage effect give very similar deformation
patterns, which are also similar to those observed in the field
test, except that the magnitude of the predicted movements at
I2 location is smaller. The relatively small soil movements at I2
predicted by the numerical model can be mainly attributed
to the simplifications made in the modeling of surface grid
structure, which only consider the constraint effect of trans-
lational displacement at the nail heads, whilst the retaining
action by the grillage beam on the adjacent soils has not
been included. The expected local strengthening mechanism
by the grillage beams is not fully represented by the model.
Additionally, as the Mohr-Coulomb shear failure criterion
cannot capture any plastic deformation induced by a signif-
icant increase in mean confining pressure due to the sur-
charge, it may also have contributed to the smaller predicted
deformations.

Comparing the numerical and test responses at the two
inclinometers, larger down-slope soil movements are mobi-
lized at I1. This can be attributed to the fact that it is in the
immediate vicinity of the surcharge area. Both the simulation
and the field test demonstrate that relatively more consid-
erable horizontal displacements are mobilized at a depth of∼1.0 m below the ground surface at I1 as the surcharge pres-
sure is wholly applied. This implies that a bulge-shaped mech-
anism similar to a bearing capacity failure is developed in the
region beneath the slope crest. This may indicate that the soil
nails can help provide stabilizing forces to constrain the for-
mation of a deep-seated sliding mass.

Among the three numerical models with nails considered,
it can be observed that the different treatments of nail heads
has only negligible influence on the displacement profile at
I1, whilst relatively more significant discrepancy is shown by
the response at I2, despite that the displacements are relatively
smaller in magnitude. It can be attributed to the fact that I2 is
mostly located between the two rows of nails, and the local
strengthening effect by connecting the nail heads can influ-
ence the response at I2 to a more notable extent than that at I1.
Reasonably the numerical results demonstrate that with
stronger constraint of pinning nail heads together, the hor-
izontal movements of soils surrounded by the rows of nails
would be smaller in magnitude.

4.2. Nail Force Distribution. Figures 7, 8, and 9 compare
the calculated nail forces with the field measurements. Each
figure corresponds to one of the three models with different
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Figure 5: Distribution of horizontal down-slope displacement at I1 at different surcharge stages (𝑞𝑠 denotes the surcharge pressure).
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Figure 7: Distribution of nail force caused by the surcharge loads (case 1: hollow symbol lines denote field measurements, and solid symbol
lines are numerical results).
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Figure 8: Distribution of nail force caused by the surcharge loads (case 2: hollow symbol lines denote field measurements, and solid symbol
lines are numerical results).

considerations of nail heads. The field measured nail forces
were interpreted from the readings of the strain gauges
installed on nails SN11∼SN15 (upper row) and SN21∼SN25
(lower row). The measurements at SN13 and SN23, which
were located along the central section (see Figure 1), are
directly adopted for comparison. For the other four columns
of nails, the measurements of the symmetrically located pair
are averaged for comparison considering the symmetry of the
test slope. All the three models, despite considering different
treatments at the nail heads, predict similar nail force patterns
as those observed in the field test. Particularly for the upper

rows of soil nail, the numerical results are in good agreement
with the field data that relatively larger axial loads would be
mobilized in the nail that is located closer to the central sec-
tion, and a peak value would be mobilized at a nailing depth of
about 3.5 m. In contrast, the predictions for the lower rows of
soil nails are less dependent on the horizontal distance with
the central section for the three cases, which are also shown
by the field monitoring data. The distribution patterns of
predicted nail force with the nailing depth are also quite
similar to the test results. Among the three models, case 3,
which models complete constraints of all nail heads, gives
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Figure 9: Distribution of nail force caused by the surcharge loads (case 3; hollow symbol lines denote field measurements, and solid symbol
lines are numerical results).

the most notable difference in the axial force response among
the lower row of nails and the axial force is larger in the
upper portion within the fill slope. This observation can be
attributed to the pin-type constraint on all the nail heads and
its induced strengthening effect on the interaction between
the nails, and the soils in the vicinity of the nail heads.
The above comparisons conclude that the developed 3D
numerical approach is quite appropriate to model the spatial
reinforcement effect of soil nails in the test slope under
surcharge loading, and strong dependence of the axial load
mobilization is shown by the soil nails in the study slope on
the arrangement manner.

Both the numerical results and the field monitoring data
illustrate that larger nail forces are mobilized within the upper
row of soil nails under the surcharge loading. This is consis-
tent with the relatively larger soil movements (Figures 5 and
6), which also implies greater relative movement along the
soil-nail interface. From the 3D representation of the soil-nail
interaction, the numerical results show that, for each soil nail,
commonly relatively larger normal stress would be mobilized
in the interface elements connected to the down face of the
nail, which mainly originate from the overburden pressure.
Take the results in case 1 as an instance, the maximum normal
stress acting on the upper row of three nails are all located at
the down face of the middle section, that is, at a buried depth
of about 3.5 m, and the complete surcharge pressure induced
maximum increase in the normal stress is 226 kPa, 191 kPa,
and 10 kPa, respectively, for the three nails located from the
central section to the side. The difference in the confining
stress exerted on the nails would obviously influence the
mobilization of nail force and in turn the pull-out resistance
of these soil nails.

Although a surface grid structure was present in the
field test, which is also modeled in the numerical analyses

using a pin-type multiple point constraint, both the test and
numerical results demonstrate that only limited tensile force
(<10% of the maximum nail force) is mobilized at the heads of
the upper row of soil nails. The observation can be explained
by the small relative movement along the soil-nail interface
near the slope surface and the low confining stress near
the slope surface. Differently, a relatively larger ratio of the
maximum nail force is mobilized at the head of each nail
arranged at a lower position, particularly as shown by the field
measurements at the two soil nails near the central section.
This can be attributed to the constraint from the surface
grillage beams and the induced structural behavior near the
heads. The numerical results from the three models consider-
ing various conditions at the nail heads also demonstrate that
larger nail force can be triggered at the lower rows of nails by
the introduction of stronger constraints at the nail heads.

4.3. Moisture Content Redistribution. Although no water
entered into the slope during the surcharge process, the
moisture probe readings in the field test showed that the
water content within the unsaturated fill slope still underwent
slight redistributions during the surcharge process [12]. It is
found that the numerical results by the above 3D model are
consistent with the previous plane strain study results [13],
and a good agreement is also achieved between the field and
numerical results, both showing a gradually decreasing trend.
The capability of the present model in predicting moisture
redistribution is verified. For the surcharge stage considered
in this paper, the influence of water content redistribution is
believed to be negligible on the slope movement as well as the
nail force mobilization.

4.4. Spatial Reinforcement of Soil Nails in the Test Slope.
To investigate the 3D reinforcement effect of soil nails on
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Figure 10: Comparison of axial force distribution in upper row of soil nails mobilized by an extreme surcharge of 129 kPa.

the failure mechanism and bearing capacity of the test slope, a
continuous increase of surcharge pressure is simulated for the
four slope models in Table 2 until global failure is triggered.
It is predicted by the 3D numerical model that for the unre-
inforced case, the failure mechanism involves a global sliding
plane initiating from the crest of the slope near the surcharge
area to the slope toe, which is also quite similar to the previous
plane strain study results [13]. The predicted failure occurs at
a surcharge of about 82 kPa, which is a bit smaller than the
results (138 kPa) given by a plane strain analysis. The differ-
ence can be caused by the actual 3D loading conditions in the
test that the surcharge area only covered two-thirds of the
total width of the slope crest. For the other three cases with
nail reinforcement considered, the presence of the soil nails
significantly increases the rigidity of the soil located below
the upper row of nails. Although different constraints at nail

heads have been adopted in the models, commonly the failure
mechanism consists of a shallow-seated localized plastic zone
that originates from the centre of the surcharge area and out-
crops near the heads of upper row of nails. A deep-seated zone
of large plastic shear strain is also formed near the bottom
of the slope, which is where the global failure mechanism of
the unreinforced slope is initiated. The development of this
shear zone is prohibited by the existence of the two rows of
soil nails. The modeling results also show that the surcharge
capacity for the three nailed slope models can be increased
significantly by the incorporation of the surface structure,
which are 129 kPa (case 1), 163 kPa (case 2), and 174 kPa (case
3), respectively.

Figure 10 presents a comparison of the mobilized axial
force distributions at a constant surcharge pressure of 129 kPa,
that is, at the instant of the failure for the nailed slope model
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without consideration of the surface grid structure. The
results at the upper row of soil nails are chosen for their vicin-
ity to the surcharge area. It can be seen that, for each nail, a
larger peak magnitude of nail force would be mobilized when
stronger surface connectivity is considered in the numerical
model. Take the nail SN11 near to the lateral side as an
instance, the peak force predictions show an obvious increase
from 35 kN (case 1) to 64 kN (case 3). It can also be observed
from the results that, in case 3, a notable tensile axial load is
triggered at the head of SN11 owing to the simulated con-
straint by extended grillage beams.

To further examine the spatial reinforcement effect of soil
nails in the test slope, a comparison is also made between
the modeling results of current 3D model and those from
previous plane strain study [13]. It has been demonstrated
by the previous results that the incorporation of bond-slip
behavior along the soil-nail interface can significantly influ-
ence the mobilization of nail force. Particularly, very signifi-
cant compressive nail forces are calculated for the portion of
upper soil nail buried in in situ soils by the plane strain model,
even when the possible tangential slippage has been con-
sidered, which deviate from the field measurements and are
therefore considered to be unrealistic. The current 3D model
takes into account the bond-slip along the soil-nail interface.
It has been shown above that the predictions of axial force
basically remain tensile for all soil nails and are in better
agreement with the test results. Furthermore, for a plane
strain assumption based model, the soil nails are modeled as
two-dimensional flat plates of equivalent cross-sectional area
and stiffness, which cannot represent the spatial arrangement
of discrete soil nails and in turn the arching effect by two adja-
cent nails on the upper portion of soils. The above compari-
son concludes that only the 3D model presented in this study
can reproduce the spatial effect of nail reinforcement in the
axial force response as observed in the field test.

5. Conclusions

A 3D numerical model has been developed to back-analyze a
field slope test. Using the field test data as a reference, a series
of numerical analyses have been conducted to examine the
spatial reinforcement effect of two rows of ten cement grouted
soil nails in the test fill slope. The study focuses on the behav-
ior of the nailed slope under surcharge loading when different
treatments of surface grillage structure connecting nail heads
are adopted. Similar to previous plane strain analyses, the
3D modeling results in this study again demonstrate that the
presence of the soil nails increases the overall stability of a
loose fill slope under surcharge loading. The stabilizing forces
mainly come from the upper row of soil nails along which
the effective confining pressure is significantly increased
due to the surcharge loading. A comparison of nail force
distributions between the numerical predictions and the field
measurements suggests that the maximum nail force is always
mobilized at the middle portion of the nails, corresponding to
the depth of the potential global sliding plane.

Both the numerical results and field measurements
approve that the axial force response within the two rows of

soil nail presents an obvious feature of nonuniform distribu-
tion with respect to the spatial arrangements. Relatively larger
axial forces are mobilized in the upper row of nails that are
closer to the central section and connected by grillage beams
at the heads. Different to the previous results by plane strain
analyses that the role of a facing structure at the slope surface
is of less significance, the numerical results from this study
illustrate that the overall response of the nailed slope can be
significantly influenced by the various arrangements of sur-
face structure, particularly when an extreme surcharge load-
ing is applied. This is due to the fact that larger slope defor-
mation can be expected when an overburden surcharge is
increased near to its capacity, and the multiple point con-
straint simulating the surface grid structure would impose
additional restraint effects on the potential relative displace-
ments at the connected nail heads.

Acknowledgment

The authors acknowledge the support by the State Key Lab-
oratory of Hydroscience and Engineering (no. 2012-KY-04).

References

[1] F. Schlosser, “Behaviour and design of soil nailing,” in Proceed-
ings of the Recent Developments in Ground Improvement Tech-
niques, pp. 399–413, Bangkok, Thailand, 1982.

[2] N. Gurung and Y. Iwao, “Analytical pull-out model for extensi-
ble soil reinforcement,” Journal of Geotechnical Engineering, vol.
624, pp. 11–20, 1999.

[3] A. Misra and C.-H. Chen, “Analytical solution for micropile
design under tension and compression,” Geotechnical and Geo-
logical Engineering, vol. 22, no. 2, pp. 199–225, 2004.

[4] W.-H. Zhou and J.-H. Yin, “A simple mathematical model for
soil nail and soil interaction analysis,” Computers and Geotech-
nics, vol. 35, no. 3, pp. 479–488, 2008.

[5] L. L. Zhang, L. M. Zhang, and W. H. Tang, “Uncertainties of
field pullout resistance of soil nails,” Journal of Geotechnical and
Geoenvironmental Engineering, vol. 135, no. 7, pp. 966–972,
2009.

[6] T. Matsui, K. C. San, and K. Hayashi, “Design and field test on a
reinforced cut slope,” in Performance of Reinforced Soil Struc-
tures: Proceedings of the International Reinforced Soil Conference,
pp. 235–239, Thomas Telford, London, UK, 1990.

[7] C. Y. Cheuk, C. W. W. Ng, and H. W. Sun, “Numerical experi-
ments of soil nails in loose fill slopes subjected to rainfall infil-
tration effects,” Computers and Geotechnics, vol. 32, no. 4, pp.
290–303, 2005.

[8] C.-C. Fan and J.-H. Luo, “Numerical study on the optimum
layout of soil-nailed slopes,” Computers and Geotechnics, vol. 35,
no. 4, pp. 585–599, 2008.

[9] M. Zhang, E. Song, and Z. Chen, “Ground movement analysis of
soil nailing construction by three-dimensional (3-D) finite ele-
ment modeling (FEM),” Computers and Geotechnics, vol. 25, no.
4, pp. 191–204, 1999.

[10] M. Z. Yang and E. C. Drumm, “Numerical analysis of the load
transfer and deformation in a soil nailed slope,” Geotechnical
Special Publication, vol. 96, pp. 102–116, 2000.



12 Journal of Applied Mathematics

[11] W. Zhou, Experimental and theoretical study on pullout resis-
tance of grouted soil nails [Ph.D. thesis], The Hong Kong Poly-
technic University, Hong Kong, China, 2008.

[12] J. Li, Field study of a soil nailed loose fill slope [Ph.D. thesis], The
University of Hong Kong, Hong Kong, China, 2003.

[13] Y. D. Zhou, C. Y. Cheuk, and L. G. Tham, “Numerical modelling
of soil nails in loose fill slope under surcharge loading,” Com-
puters and Geotechnics, vol. 36, no. 5, pp. 837–850, 2009.

[14] ABAQUS Inc, Analysis user’s manual, Version 6.10, 2010.

[15] P. Menétrey and K. J. Willam, “Triaxial failure criterion for con-
crete and its generalization,” ACI Structural Journal, vol. 92, no.
3, pp. 311–318, 1995.

[16] E. C. Leong and M. F. Randolph, “Finite element modelling
of rock-socketed piles,” International Journal for Numerical &
Analytical Methods in Geomechanics, vol. 18, no. 1, pp. 25–47,
1994.



Hindawi Publishing Corporation
Journal of Applied Mathematics
Volume 2013, Article ID 306849, 10 pages
http://dx.doi.org/10.1155/2013/306849

Research Article

Analytical Solutions of Spherical Cavity Expansion Near a
Slope due to Pile Installation

Jingpei Li,1,2 Yaguo Zhang,1,2 Haibing Chen,1,2 and Fayun Liang1,2

1 Key Laboratory of Geotechnical and Underground Engineering of Ministry of Education, Tongji University, Shanghai 200092, China
2Department of Geotechnical Engineering, Tongji University, Shanghai 200092, China

Correspondence should be addressed to Jingpei Li; lijp2773@tongji.edu.cn

Received 5 June 2013; Accepted 18 August 2013

Academic Editor: Ga Zhang

Copyright © 2013 Jingpei Li et al. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Based on the hypothesis that the penetration of a single pile can be simulated by a series of spherical cavity expansions, this paper
presents an analytical solution of cavity expansion near the sloping ground. Compared with the cavity expansion in the half-space,
the sloping free boundary has been taken into account as well as the horizontal free boundary. The sloping and horizontal free
surfaces are considered by the introduction of a virtual image technique, the harmonic function, and the Boussinesq solution. The
results show that the sloping free boundary and the variation of the inclination angle have pronounced influences on the distribution
of the stress and displacement induced by the spherical cavity expansion. The present solution provides a simplified and realistic
theoretical method to predict the soil behaviors around the spherical cavity near the sloping ground. The approach can also be used
for the determination of the inclination angle of the slope according to the maximum permissible displacement.

1. Introduction
There are many situations where foundations need to be loca-
ted on the top of a slope, such as the piled bridge abutment
adjacent to a slope crest. Hence, pile installation in sloping
ground has attracted wide concerns [1–3]. In contrast to the
horizontal ground surface case, the boundary effects of a
slope should be considered for situations of piles embedded
adjacent to the slope. The existing boundary not only affects
the bearing capacity of piles, but also adds the risk of slope
failure [4]. For instance, a riverbank dike, located along the
Bailianjing River in Shanghai, was damaged by pile driving
in soft clay during the construction of a newly elevated dike
[5].

Following the early suggestion [6, 7], solutions of the
limit pressures of spherical and cylindrical cavities are used
to predict the end bearing and shaft capacities of piles [8, 9],
as well as the stress fields and lateral displacements of the
surrounding subsoil induced by installation of a pile [10–13].
However, the solutions of a cavity expansion in an infinite
medium do not satisfy the stress conditions at the free surface
during the pile installation. Sagaseta et al. [14] and Sagaseta
[15] considered the problem as strain controlled and obtained
strains by using only the incompressibility condition. The

presence of the top free surface was considered by means
of a virtual image technique and some results for the elastic
half-space. Besides, Keer et al. [16] derived a solution for the
expansion of spherical cavity in a half-space by using the
image source method [17] and the concept of cavity expansion
source [18]. These methods can be well used to analyze the
boundary effects of the free surface of the half-space, but
they are not directly applicable to cavity expansion near a
slope. Compared with cavity expansion in a semi-infinite
half-space, the slope surface should be taken into account.

In this paper, the expansion caused by pile tip is simulated
as a spherical cavity expansion. Theoretical solutions for
the expansion of a single spherical cavity near slope are
derived by using the virtual image approach. Meanwhile, the
correction stress functions and the Boussinesq solutions are
introduced to consider the effects of both horizontal ground
surface and slope surface in this analysis.

2. Basic Theories and Geometry of
the Problem

The concept of the cavity expansion source was first used by
Hopkins [18]. The model shown in Figure 1 is a cavity under
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Figure 1: Cavity expansion source induced by the uniform pressure
on the internal spherical surface.

a uniform pressure 𝑞 on the internal spherical surface with
radius 𝑎.

The fields of stress and displacement induced by the
pressure are as follows:

𝜎𝑅 = 𝑎3𝑞𝑅3 , (1)

𝜎𝜑 = 𝜎𝜃 = − 𝑎3𝑞2𝑅3 , (2)

𝑢𝑅 = 𝑎3𝑞4𝐺𝑅2 , (3)

where the 𝑅 is the distance between the center and the
calculation point, the 𝐺 is the shear modulus of the soil, and
the𝜎𝑅,𝜎𝜑, and𝜎𝜃 refer to radial, hoop, and tangential stresses,
respectively. Due to the spherical symmetry, the shear stresses
are equal to zero, that is, 𝜏𝑅𝜑 = 𝜏𝑅𝜃 = 𝜏𝜑𝜃.

The expansion caused by the pile tip is usually simulated
as a spherical cavity expansion [19, 20]. Hence, attention will
be paid to the solutions of a single cavity expansion adjacent
to a slope. As shown in Figure 2, the depth of the cavity below
the horizontal ground surface is denoted by ℎ, and the angle
between the slope and vertical direction is denoted by 𝛽.
Unlike cavity expansion in an infinite medium, the analytical
solutions of cavity problem near a slope are currently only
possible in elastic materials. Accordingly, the soil is assumed
to be an isotropic, homogeneous, and linear elastic material,
and only small strains occur during the process of the
cavity expansion. For simplicity, the gravitational stresses are
ignored.

3. The Solution Method

3.1. The Expansion of a Spherical Cavity and Its Image in the
Half-Space. The theoretical solution for the expansion of a
single spherical cavity in a half-space has been presented by
Keer et al. [16], where the free surface of the half-space is
horizontal (𝑧 = 0). Similarly, the solutions can also be derived
when the free surface is vertical (𝑟 = 0). Taking the vertical
surface as the plane of symmetry, another virtual spherical
cavity is put at the image point which is shown in Figure 3.
The coordinate of the calculation point 𝑝 is (𝑟, 𝑧), and 𝑡 is the
horizontal distance between the center of spherical cavity and
the vertical free surface. 𝑅1 is the distance from the spherical
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Figure 2: Expansion of a spherical cavity near the sloping ground.
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Figure 3: A cavity expansion source and its image.

cavity to point 𝑝, and 𝑅2 is the distance from the image to
point 𝑝. 𝜑1 and 𝜑2 are the angles from 𝑟 direction to 𝑅1 and𝑅2, respectively.

The stress and displacement components of the cavity
expansion in a cylindrical coordinate system can be written
as

𝜎𝑟 = 𝜎𝑅cos
2𝜙 + 𝜎𝜙sin

2𝜙 − 𝜏𝑅𝜙 sin 2𝜙, (4)

𝜎𝑧 = 𝜎𝑅 sin2𝜙 + 𝜎𝜙cos2𝜙 + 𝜏𝑅𝜙 sin 2𝜙, (5)

𝜏𝑟𝑧 = (𝜎𝑅 − 𝜎𝜙) sin𝜙 cos𝜙 + 𝜏𝑅𝜙 cos 2𝜙, (6)

𝑢𝑟 = 𝑢𝑅 cos𝜙, 𝑢𝑧 = 𝑢𝑅 sin𝜙. (7)

By substituting (1) to (3) into (4) to (7) and using the
principle of superposition, the stress and displacement of the
spherical cavity and its image in the cylindrical coordinate are
as follows:

𝜎𝑟 = 𝑎3𝑞2 [3(𝑡 + 𝑟)2𝑅51 − 1𝑅31 + 3(𝑟 − 𝑡)
2𝑅52 − 1𝑅32 ] , (8)

𝜎𝑧 = 𝑎3𝑞2 [ 2𝑅31 − 3(𝑡 + 𝑟)
2𝑅51 + 2𝑅32 − 3(𝑟 − 𝑡)

2𝑅52 ] , (9)
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Figure 4: The expansion of the single spherical cavity near a slope. (a) The image source is located above the ground surface. (b) The image
source is located on the ground surface. (c) The image source is located below the ground surface.

𝜏𝑟𝑧 = 3𝑎3𝑞𝑧 (𝑡 + 𝑟)2𝑅51 + 3𝑎3𝑞𝑧 (𝑟 − 𝑡)2𝑅52 , (10)

𝜎𝜃 = − 𝑎3𝑞2𝑅31 − 𝑎
3𝑞2𝑅32 , (11)

𝑢𝑟 = 𝑎3𝑞4𝐺 (𝑡 + 𝑟𝑅31 + 𝑟 − 𝑡𝑅32 ) , (12)

𝑢𝑧 = 𝑎3𝑞4𝐺 ( 𝑧𝑅31 + 𝑧𝑅32) , (13)

where 𝑅1 = √(𝑡 + 𝑟)2 + 𝑧2 and 𝑅2 = √(𝑡 − 𝑟)2 + 𝑧2.
The horizontal ground and the slope are both free

surfaces, on which the normal and shear stresses are zero.
Because of the symmetry, the source and its image produce
zero shear stress (𝜏𝑟𝑧 = 0) and a nonzero normal stress
(𝜎𝑟 ̸= 0) on the free surface 𝑟 = 0. Thus, the presence of the
normal stress violates the free surface boundary condition

𝜎𝑟󵄨󵄨󵄨󵄨𝑟=0 = 𝑎3𝑞(3𝑡2𝑅50 − 1𝑅30) , (14)

where 𝑅0 = √𝑡2 + 𝑧2.

3.2. The Expansion of a Spherical Cavity and Its Image Near
a Slope. The boundary effects of both ground surface and
slope should be investigated during the analysis of the cavity
expansion near the sloping ground. The problem turns to
be more difficult due to the increase of the slope boundary.
Similarly, the virtual image technique is employed to consider
the boundary effects of the slope. Taking the slope as the plane
of symmetry, the image source is set at the image point as
shown in Figure 4.

The solutions of the two cavities expansion (the actual
spherical cavity and its virtual image) can be obtained
by the principle of superposition. As a result, the stress
and displacement components in the cylindrical coordinate
system are shown to be

𝜎(0)𝑟 = 𝑎3𝑞2 [3(𝑡 + 𝑟)2𝑅53 − 1𝑅33 + 3(𝑡 + 𝑟 − 𝑚)
2𝑅54 − 1𝑅34 ] , (15)

𝜎(0)𝑧 = 𝑎3𝑞2 [ 2𝑅33 − 3(𝑡 + 𝑟)
2𝑅53 + 2𝑅34 − 3(𝑡 + 𝑟 − 𝑚)

2𝑅54 ] , (16)

𝜏(0)𝑟𝑧 = 3𝑎3𝑞 (𝑧 − ℎ) (𝑡 + 𝑟)2𝑅53 + 3𝑎3𝑞 (𝑧 − ℎ + 𝑛) (𝑡 + 𝑟 − 𝑚)2𝑅54 ,
(17)
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𝜎(0)𝜃 = − 𝑎3𝑞2𝑅33 − 𝑎
3𝑞2𝑅34 , (18)

𝑢(0)𝑟 = 𝑎3𝑞4𝐺 (𝑡 + 𝑟𝑅33 + 𝑡 + 𝑟 − 𝑚𝑅34 ) , (19)

𝑢(0)𝑧 = 𝑎3𝑞4𝐺 (𝑧 − ℎ𝑅33 + 𝑧 − ℎ + 𝑛𝑅34 ) , (20)

where the cavity depth below the ground surface is denoted
by ℎ, the distance from the source 𝑜1 to the calculation point𝑝 is𝑅3, and the image 𝑜2 to the point 𝑝 is𝑅4. According to the
relationship of geometry shown in Figure 4, the expressions
for 𝑅3 and 𝑅4 are

𝑅3 = √(𝑡 + 𝑟)2 + (𝑧 − ℎ)2,
𝑅4 = √(𝑚 − 𝑡 − 𝑟)2 + (𝑛 + 𝑧 − ℎ)2. (21)

With the increasing of depth of the spherical cav-
ity, the image cavity gradually moves from above ground
(Figure 4(a)) to the ground below (Figure 4(c)). Accordingly,
the expressions of 𝑅3 and 𝑅4 will be changed with the depth
of cavities. Specifically, when the virtual image cavity is just
on the ground surface as shown in Figure 4(b), the 𝑅4 can be
simplified to be

𝑅4 = √(𝑚 − 𝑡 − 𝑟)2 + 𝑧2, (22)

𝑚 = 2 (ℎ tan𝛽 + 𝑡) cos2𝛽, (23)

𝑛 = (ℎ tan𝛽 + 𝑡) sin 2𝛽, (24)

where 𝑚 and 𝑛 are defined as the horizontal (𝑟 direction)
and vertical (𝑧 direction) distances between the source and
its image, respectively.

3.3. The Correction of the Stresses on the Horizontal Ground.
According to the models shown in Figure 4, the actual
expansion cavity and its image do produce not only nonzero
normal stress but also shear stress on the horizontal ground
surface 𝑧 = 0, which can be shown to be as follows:

𝜎(0)𝑧 󵄨󵄨󵄨󵄨󵄨𝑧=0 = 𝑎3𝑞2 [3ℎ2𝑅󸀠53 − 1𝑅󸀠33 + 3(𝑛 − ℎ)
2𝑅󸀠54 − 1𝑅󸀠34 ] , (25)

𝜏(0)𝑟𝑧 󵄨󵄨󵄨󵄨󵄨𝑧=0 = −3𝑎3𝑞ℎ (𝑡 + 𝑟)2𝑅󸀠53 − 3𝑎3𝑞 (ℎ − 𝑛) (𝑡 + 𝑟 − 𝑚)2𝑅󸀠54 , (26)

where 𝑅󸀠3 = √(𝑡 + 𝑟)2 + ℎ2 and 𝑅󸀠4 =√(𝑚 − 𝑡 − 𝑟)2 + (𝑛 − ℎ)2.
In order to satisfy the condition of the free horizontal

boundary (𝑧 = 0), the different correction functions are
introduced to deal with the normal stress (see (25)) and
shear stress (see (26)) on the boundary. Based on the theory
of superposition, the stresses on the ground surface can be
divided into two parts:

(i) only normal stress on the horizontal ground surface:𝜎(1)𝑧 |𝑧=0 = −𝜎(0)𝑧 |𝑧=0, 𝜏(1)𝑟𝑧 |𝑧=0 = 0;

(ii) only shear stress on the horizontal ground surface:𝜎(2)𝑧 |𝑧=0 = 0, 𝜏(2)𝑟𝑧 |𝑧=0 = −𝜏(0)𝑟𝑧 |𝑧=0.
Using the axially symmetric stress function 𝑓(𝑟, 𝑧) of

Kassir and Sih [21] in the first part (i), the corresponding
stress and displacement solutions are written as follows:

𝜎(1)𝑟 = 2𝐺[(1 − 2]) 𝜕2𝑓𝜕𝑟2 − 2]𝜕2𝑓𝜕𝑧2 + 𝑧 𝜕3𝑓𝜕𝑟2𝜕𝑧] , (27)

𝜎(1)𝜃 = 2𝐺[1𝑟 𝜕𝑓𝜕𝑟 + 2]𝜕2𝑓𝜕𝑟2 + 𝑧𝑟 𝜕2𝑓𝜕𝑟𝜕𝑧] , (28)

𝜎(1)𝑧 = 2𝐺[−𝜕2𝑓𝜕𝑧2 + 𝑧𝜕3𝑓𝜕𝑧3 ] , (29)

𝜏(1)𝑟𝑧 = 2𝐺𝑧 𝜕3𝑓𝜕𝑟𝜕𝑧2 , (30)

𝑢(1)𝑟 = (1 − 2]) 𝜕𝑓𝜕𝑟 + 𝑧 𝜕2𝑓𝜕𝑟𝜕𝑧 , (31)

𝑢(1)𝑧 = −2 (1 − ]) 𝜕𝑓𝜕𝑟 + 𝑧𝜕2𝑓𝜕𝑧2 , (32)

in which

𝑓 = 𝐴( 1𝑅3𝑡 + 1𝑅4𝑡) , (33)

where 𝐴 is a constant. The horizontal ground surface is
treated as the plane of symmetry. 𝑅3𝑡 denotes the distance
between the point 𝑝 and the symmetrical position of the
actual cavity 𝑂1. Likewise, 𝑅4𝑡 is the distance from the point𝑝 to the symmetrical position of the image cavity 𝑂2. As a
result, their expressions can be written as follows:

𝑅3𝑡 = √(𝑡 + 𝑟)2 + (𝑧 + ℎ)2,
𝑅4𝑡 = √[𝑚 − (𝑡 + 𝑟)]2 + [𝑧 − (𝑛 − ℎ)]2; (34)

f is a harmonic function, that is, ∇2𝑓 = 0. The corresponding
stresses on the free surface are:

𝜎(1)𝑧 󵄨󵄨󵄨󵄨󵄨𝑧=0 = 2𝐺𝐴[ 1𝑅󸀠33𝑡 − 3ℎ
2𝑅󸀠53𝑡 + 1𝑅󸀠34𝑡 − 3(𝑛 − ℎ)

2𝑅󸀠54𝑡 ] , (35)

𝜏(1)𝑟𝑧 󵄨󵄨󵄨󵄨󵄨𝑧=0 = 0, (36)

where 𝑅󸀠3𝑡 = 𝑅󸀠3, and 𝑅󸀠4𝑡 = 𝑅󸀠4.
Thus, the normal stress on the horizontal ground surface𝑧 = 0 could be eliminated by the stress function 𝑓 with accu-

rate value of 𝐴. According to the following equation:

2𝐺𝐴[ 1𝑅󸀠33𝑡 − 3ℎ
2𝑅󸀠53𝑡 + 1𝑅󸀠34𝑡 − 3(𝑛 − ℎ)

2𝑅󸀠54𝑡 ]
= 𝑎3𝑞2 [3ℎ2𝑅󸀠53 − 1𝑅󸀠33 + 3(𝑛 − ℎ)

2𝑅󸀠54 − 1𝑅󸀠34 ] ,
(37)
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it can be obtained that

𝐴 = −𝑎3𝑞4𝐺 . (38)

Substituting the above expression of𝐴 back into (33), one
has

𝑓 = −𝑎3𝑞4𝐺 ( 1𝑅3𝑡 + 1𝑅4𝑡) , (39)

and then the stress and displacement components can be
obtained by substituting (39) into (27) to (32).

For the second part (ii), there is only shear stress on the
horizontal ground surface. In the same way, the stress har-
monic function 𝑔(𝑟, 𝑧) is given to eliminate the shear on the
boundary, and the solutions of the stress and displacement
are as follows:

𝜎(2)𝑟 = 2𝐺(2𝜕2𝑔𝜕𝑟2 − 2]𝑟 𝜕𝑔𝜕𝑟 + 𝑧 𝜕3𝑔𝜕𝑟2𝜕𝑧) , (40)

𝜎(2)𝜃 = 2𝐺(1𝑟 𝜕𝑔𝜕𝑟 + 2]𝜕2𝑔𝜕𝑟2 + 𝑧𝑟 𝜕2𝑔𝜕𝑟𝜕𝑧) , (41)

𝜎(2)𝑧 = 2𝐺𝑧𝜕3𝑔𝜕𝑧3 , (42)

𝜏(2)𝑟𝑧 = 2𝐺( 𝜕2𝑔𝜕𝑟𝜕𝑧 + 𝑧 𝜕3𝑔𝜕𝑟𝜕𝑧2) , (43)

𝑢(2)𝑟 = 2 (1 − ]) 𝜕𝑔𝜕𝑟 + 𝑧 𝜕2𝑔𝜕𝑟𝜕𝑧 , (44)

𝑢(2)𝑧 = − (1 − 2]) 𝜕𝑔𝜕𝑟 + 𝑧𝜕2𝑔𝜕𝑧2 . (45)

Similarly, the expression of stress function can be written
as follows:

𝑔 = 𝐵( 1𝑅3𝑡 + 1𝑅4𝑡) , (46)

where 𝐵 is a constant. The stress function 𝑔 satisfies the equi-

librium ∇2𝑔 = 0, and the corresponding stress components
on the ground surface 𝑧 = 0 are

𝜎(2)𝑧 󵄨󵄨󵄨󵄨󵄨𝑧=0 = 0,
𝜏(2)𝑟𝑧 󵄨󵄨󵄨󵄨󵄨𝑧=0 = 2𝐺𝐵[3ℎ (𝑡 + 𝑟)𝑅󸀠3𝑡 + 3 (ℎ − 𝑛) (𝑡 + 𝑟 − 𝑚)𝑅󸀠4𝑡 ] . (47)

Accordingly, it can be obtained that 𝐵 = −𝑎3𝑞/4𝐺.
The final expression for the stress function is then as

follows:

𝑔 = −𝑎3𝑞4𝐺 ( 1𝑅3𝑡 + 1𝑅4𝑡) . (48)

Substituting (48) into (40) to (45), the stress and displace-
ment components can be obtained.
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Figure 5: The stress distribution of the slope surface.

3.4. The Correction of the Stresses on the Slope Surface.
Considering a virtual source, positive mirror image of the
actual cavity with respect to a slope surface will produce the
same normal stresses and opposite shear stresses as the actual
cavity, the shear stress is eliminated, and the normal stress
increases doubly, as shown in Figure 5.

Using the method of coordinate transformation, the
normal and shear stresses can be obtained as follows:

𝜎𝑧󸀠 󵄨󵄨󵄨󵄨𝑧󸀠=0 = 3𝑎3𝑞[[
(𝑡 + 𝑟󸀠 sin𝛽)2 + 𝑐2𝑅50 − 1𝑅30]]

× cos2𝛽−3𝑎3𝑞 ⋅[(𝑟󸀠cos𝛽 −ℎ)(𝑡 + 𝑟󸀠 sin𝛽) + 𝑐𝑑2𝑅50 ]
× sin 2𝛽 + 𝑎3𝑞2 [[

4𝑅30 − 3(𝑡 + 𝑟
󸀠 sin𝛽)2 + 3𝑐2𝑅50 ]]𝜏𝑟󸀠𝑧󸀠 󵄨󵄨󵄨󵄨𝑧󸀠=0 = 0,

(49)

where 𝑐 = 𝑡 + 𝑟󸀠 sin𝛽 − 𝑚, 𝑑 = 𝑟󸀠 cos𝛽 − ℎ + 𝑛, and 𝑅0 =√(𝑡 + 𝑟󸀠 sin𝛽)2 + (𝑟󸀠 cos𝛽 − ℎ)2.
In order to satisfy the free surface boundary condition

as much as possible, the Boussinesq solution has been
introduced to correct the normal stress. Stress 𝑞󸀠 is applied
on the surface of the slope, which is equal to the normal stress𝜎𝑧󸀠 |𝑧󸀠=0 in value but opposite in direction.

As shown in Figure 6, 𝑜𝑙 is the intersection line of the
slope and the horizontal plane. A small element with an area
of 𝜌𝑑𝜃𝑑𝜌 is taken out of the slope lor󸀠 (i.e., or󸀠 in Figure 5)
for analysis. Further, the force exerted on the small element is
equal to q󸀠𝜌d𝜃d𝜌. Using the Boussinesq solutions, the stress
and displacement components of soil under the action of the
force (q󸀠𝜌d𝜃d𝜌) can be derived as follows:

𝑑𝜎𝑧󸀠 = 3𝑞󸀠𝑧󸀠32𝜋𝑅󸀠5 𝜌𝑑𝜃𝑑𝜌,
𝑑𝜎𝜃󸀠󸀠 = (1 − 2]) 𝑞󸀠2𝜋𝑅󸀠2 ( 𝑅󸀠𝑅󸀠 + 𝑧󸀠 − 𝑧󸀠𝑅󸀠)𝜌𝑑𝜃𝑑𝜌,
𝑑𝜎𝑟󸀠󸀠 = 𝑞󸀠2𝜋𝑅󸀠2 [3𝑟󸀠󸀠2𝑧󸀠𝑅󸀠3 − (1 − 2]) 𝑅󸀠𝑅󸀠 + 𝑧󸀠 ] 𝜌𝑑𝜃𝑑𝜌,
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Figure 6: The stress analysis of calculation point by the force on the
small element.

𝑑𝜏𝑟󸀠󸀠𝑧󸀠 = 3𝑞󸀠𝑟󸀠󸀠𝑧󸀠22𝜋𝑅󸀠5 𝜌𝑑𝜃𝑑𝜌,
𝑑𝑢𝑧󸀠 = (1 + ]) 𝑞󸀠2𝜋𝐸𝑅󸀠 [2 (1 − ]) + 𝑧󸀠2𝑅󸀠2] 𝜌𝑑𝜃𝑑𝜌,

𝑑𝑢𝑟󸀠󸀠 = (1 + ]) 𝑞󸀠2𝜋𝐸𝑅󸀠 [𝑟󸀠󸀠𝑧󸀠𝑅󸀠2 − (1 − 2]) 𝑟󸀠󸀠𝑅󸀠 + 𝑧󸀠 ] 𝜌𝑑𝜃𝑑𝜌,
(50)

in which

𝑟󸀠󸀠2 = 𝜌2 + 𝑟󸀠2 − 2𝜌𝑟󸀠 cos(𝜃 − 𝜋2 ) ,
𝑅󸀠2 = 𝑟󸀠󸀠2 + 𝑧󸀠2 = 𝜌2 + 𝑟󸀠2 − 2𝜌𝑟󸀠 cos(𝜃 − 𝜋2 ) + 𝑧󸀠2.

(51)

The directions of stress and displacement induced by the
force on the small element are not always in accordance
with coordinate axes (Figure 6). By means of coordinate
transformation, the solutions of stresses and displacements in
the coordinate system r󸀠oz󸀠 (Figure 5) can be obtained. After
that, integrating results with respect to the whole sloping
ground surface can lead to the following:

𝜎𝑧󸀠 = ∫𝜋
0
∫∞
0
𝑑𝜎𝑧󸀠 ,

𝜎𝜃󸀠 = ∫𝜋
0
∫∞
0
(𝑑𝜎𝑟󸀠󸀠sin

2𝜃󸀠 + 𝑑𝜎𝜃󸀠󸀠cos
2𝜃󸀠) ,

𝜎𝑟󸀠 = ∫𝜋
0
∫∞
0
(𝑑𝜎𝑟󸀠󸀠cos2𝜃󸀠 + 𝑑𝜎𝜃󸀠󸀠sin2𝜃󸀠) ,

𝜏𝑟󸀠𝑧󸀠 = ∫𝜋
0
∫∞
0
𝑑𝜏𝑟󸀠󸀠𝑧󸀠 cos 𝜃󸀠,

𝑢𝑧󸀠 = ∫𝜋
0
∫∞
0
𝑑𝑢𝑧󸀠 ,

𝑢𝑟󸀠 = ∫𝜋
0
∫∞
0
𝑑𝑢𝑟󸀠󸀠 cos 𝜃󸀠.

(52)

Hence, the stress and displacement components in the
coordinate system roz can be derived as follows:

𝜎(3)𝑟 = 𝜎𝑟󸀠sin2𝛽 + 𝜎𝑧󸀠cos2𝛽 − 𝜏𝑟󸀠𝑧󸀠 sin 2𝛽,
𝜎(3)𝑧 = 𝜎𝑟󸀠cos

2𝛽 + 𝜎𝑧󸀠sin
2𝛽 + 𝜏𝑟󸀠𝑧󸀠 sin 2𝛽,

𝜏(3)𝑟𝑧 = 12 (𝜎𝑟󸀠 − 𝜎𝑧󸀠) sin 2𝛽 − 𝜏𝑟󸀠𝑧󸀠 cos 2𝛽,
𝜎(3)𝜃 = 𝜎𝜃󸀠 ,𝑢(3)𝑟 = 𝑢𝑟󸀠 sin𝛽 − 𝑢𝑧󸀠 cos𝛽,

𝑢(3)𝑧 = 𝑢𝑟󸀠 cos𝛽 + 𝑢𝑧󸀠 sin𝛽,

(53)

where 𝜃󸀠 = arctan(𝜌 sin(𝜃 − (𝜋/2))/(𝑟󸀠 − 𝜌 cos(𝜃 − (𝜋/2)))),𝑟󸀠 = 𝑟 sin𝛽 + 𝑧 cos𝛽, and 𝑧󸀠 = −𝑟 cos𝛽 + 𝑧 sin𝛽.
With (53), the stress and displacement fields induced by

the stresses q󸀠 on the slope can be derived. Using a virtual
source of the actual cavity at the image point, the lateral
deformations of soil around spherical cavity were predicted
by Rao et al. [22]. Meanwhile, the Cerruti solutions are used
to eliminate the shear stresses produced by the expansion
of both the real and the imaginary spherical cavities in
an infinite space. However, their results are inappropriate
because of the incorrect using of the Cerruti solutions. It is
known that a distributed stress is clearly not a point force in
the elementary sense. Hence, the stress should be integrated
with respect to the slope surface when it is substituted into
the Cerruti solutions.

Accordingly, when considering the effects of both hor-
izontal and sloping free boundaries, the final results of the
expansion of a single spherical cavity near a slope (Figure 2)
can be obtained by superposition of all the parts stresses and
displacements:

𝜎𝑟 = 𝜎(0)𝑟 + 𝜎(1)𝑟 + 𝜎(2)𝑟 + 𝜎(3)𝑟 ,
𝜎𝑧 = 𝜎(0)𝑧 + 𝜎(1)𝑧 + 𝜎(2)𝑧 + 𝜎(3)𝑧 ,
𝜎𝜃 = 𝜎(0)𝜃 + 𝜎(1)𝜃 + 𝜎(2)𝜃 + 𝜎(3)𝜃 ,
𝜏𝑟𝑧 = 𝜏(0)𝑟𝑧 + 𝜏(1)𝑟𝑧 + 𝜏(2)𝑟𝑧 + 𝜏(3)𝑟𝑧 ,
𝑢𝑟 = 𝑢(0)𝑟 + 𝑢(1)𝑟 + 𝑢(2)𝑟 + 𝑢(3)𝑟 ,
𝑢𝑧 = 𝑢(0)𝑧 + 𝑢(1)𝑧 + 𝑢(2)𝑧 + 𝑢(3)𝑧 .

(54)

4. Discussion of the Solutions

The presence of the horizontal and sloping free surfaces is
considered in this paper. Consequently, the present solutions
have more extensive applications compared with solutions of
Keer et al. [16]. According to Section 3, the solutions for this
problem can be derived in four steps (cavity expansion in an
infinite medium, cavity and its image expansion in an infinite
medium, and the corrections of stresses on horizontal surface
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and sloping surface). The range of the angle 𝛽 between the
slope and the vertical plane is 0 ⩽ 𝛽 ⩽ 𝜋/2.

When𝛽 = 0, the slope turns to be vertical plane, as shown
in Figure 3. Meanwhile, it can be derived from (23) and (24)
that the horizontal distance between the actual cavity and its
image is 𝑚 = 2𝑡, while the vertical distance is 𝑛 = 0. As a
result, (15) to (20) convert into (8) to (13) in sequence.

When 𝛽 = 𝜋/2, there is only a free surface in the
horizontal direction. In this case, substituting 𝛽 into (23) and
(24), 𝑚 = 0 and 𝑛 = 2ℎ can be obtained. Accordingly, (15)
converts into equations that were proposed by Keer et al. [16].

When 0 < 𝛽 < 𝜋/2, there are horizontal and sloping
free boundaries as described in this paper. Therefore, the
solutions of expansion of spherical cavity in half-space with
horizontal and vertical free boundaries or only a horizontal
free boundary are the particular cases of present solutions.

As stated above, (15) to (20) can degenerate to the
existing solutions for the extreme cases of horizontal ground
and vertical slope, which demonstrates the correctness of
solutions derived by the first two steps. Steps 3 and 4 involve
the correction of stresses on free surface, which is based on
an understanding that existing stresses can be offset by the
stresses with the same magnitude and opposite direction. In
fact, effects of Steps 3 and 4 are further demonstrated by the
analysis cases below.

5. Results and Parameters Analysis

In order to consider all the stress components together, the
variation of the Mises stress during the expansion of the
cavity is analyzed. The parameters in the example analyses
are 𝑞 = 200 kPa, 𝐸 = 5000 kPa, 𝑎 = 0.25 m, and ] = 0.5
(incompressible undrained clay). As the distance (𝑡 + 𝑟)/𝑎
increases or the sloping free boundary is approached, the
Mises stress decreases very rapidly in the range 2 ⩽ (𝑡 +𝑟)/𝑎 ⩽ 3, but then it decreases it decreases more slowly with
further increase of the distance (𝑡+𝑟)/𝑎, as shown in Figure 7.
In order to give a further discussion of the influence from
the inclination angle of the slope, the analysis covers with
different angles: 𝛽 = 15∘, 𝛽 = 30∘, 𝛽 = 45∘, 𝛽 = 60∘,
and 𝛽 = 75∘. The corresponding Mises stresses are shown in
Figure 7, respectively. Evidently, the angle𝛽has a pronounced
influence on the distributions of the Mises stress. At the same
point near the spherical cavity, the Mises stress increases with
the increase of the angle 𝛽. For example, the Mises stress rises

from 5.6 × 10−4 kPa to 1.3 × 10−3 kPa, again at the instant of(𝑡 + 𝑟)/𝑎 = 4, while the 𝛽 increases from 15∘ to 75∘. This is
consistent with the results for spherical cavity expansion in
half-space reported by Keer et al. [16]. The function 𝑓𝑀 in

Figure 7 represented the Mises stress: 𝑓𝑀 = 𝑘2/(𝐸/ℎ3). Here,𝑘2 = √𝐼2 (𝐼2 is the second principle invariance).
If the free surfaces are not taken into account, normal and

shear stresses will appear at the place where there ought to be
the free surface, so violating the imposed boundary condition
of a free surface [13, 15, 16, 23]. As described in Section 3.4, the
shear stress on the sloping ground can be eliminated by using
the virtual image technique. In order to cancel the normal
stress on sloping surface as much as possible, the Boussinesq
solutions are introduced. Another group of normal and shear
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Figure 7: The Mises stress varies with the distance (𝑡 + 𝑟)/𝑎.

stresses is produced again when the Boussinesq solutions are
applied to correct stresses on the sloping surface, although
the original stresses on horizontal free surface have been
removed by introduction of harmonic functions (see (39) and
(48)). That is because the Boussinesq solutions are aimed at
half-space problems.

Figures 8(a) and 8(b) show the normal and shear stresses
that vary along the horizontal free surface, respectively, where
D is the distance from origin of the coordinate on the
horizontal free surface to the opposite direction of the 𝑟-axis.
The stresses induced by the cavity expansion in an infinite
space show large variations, which are determined by the
distance from the center to the calculation point. Compared
with solutions in an infinite space, both normal and shear
stresses on the horizontal free surface corrected by the
introduction of the harmonic functions are in close proximity
to zero (Figure 8), which demonstrates the validity of the
present method. For example, the maximum of the normal
stress calculated by present method falls from −0.95 kPa
to −0.029 kPa, and the shear stress falls from 0.14 kPa to
0.047 kPa in case that ℎ = 7𝑎. With the increase of the
distance𝐷/𝑎, the normal and shear stresses on the horizontal
free surface decrease gradually. This is because the influence
from the stresses on sloping surface weakens when the
distance𝐷/𝑎 increases.

For the sloping free surface, although stresses have been
offset by means of virtual image technique, both normal and
shear stresses on the sloping surface are produced again when
the harmonic functions (see (39) and (48)) are used to correct
the stresses on horizontal free surface. Figures 9(a) and 9(b)
show, respectively, the variations of the normal and shear
stresses vary along the sloping free surface in cases 𝑙 = 4𝑎
and 5𝑎, where𝐷 is the distance from origin of the coordinate
to an arbitrary point on the sloping free surface and 𝑙 is the
distance between the slope and the center of the spherical
cavity. Compared to solutions in an infinite space, the stresses
on the sloping free surface have been partly corrected by
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Figure 8: Stress along the horizontal free surface.

the introduction of the correction functions. Figures 9(a)
and 9(b) show that, after being corrected, both the normal
and shear stresses still have larger values in the range 1 ⩽𝐷/𝑎 ⩽ 4 and then decrease with further increase of 𝐷/𝑎.
The larger distance of 𝐷/𝑎, the smaller the stresses on the
slope surface will be produced. The condition of zero stress at
the horizontal and sloping free surface is not strictly satisfied.
However, this approximate approach is purposeful in reality.

From Figures 8 and 9, the stresses, particularly the shear
stresses, on the two free surfaces are close to zero after
correction. Thus, the stresses will decrease until zero if the
correction processes are iterated continually. It is obvious
that the stresses on the free surface decline slowly with the
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Figure 9: Stress along the sloping free surface.

iteration increase, so further trivial corrections are not carried
out here.

The displacement of soil induced by the cavity expansion
is discussed in this section. Figure 10 illustrates that the
slope and its inclination angles have pronounced influence
on the distributions of the displacements induced by a
cavity expansion source. The displacement decreases with the
increase of the distance (𝑡 + 𝑟)/𝑎. Similarly, the displacement
decreases rapidly in the range 1 ⩽ (𝑡 + 𝑟)/𝑎 ⩽ 3,
but then more slowly with further increase of (𝑡 + 𝑟)/𝑎.
Meanwhile, the displacement induced by a cavity expansion
source approaching a free surface, in general, is larger than
that in infinite medium (no boundary effect). The findings
are in accordance with the results proposed by Keer et al. [16]
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and Chai et al. [20]. Here, 𝑢 = √𝑢2𝑟 + 𝑢2𝑧 (𝑢𝑟 and 𝑢𝑧 are the

displacements in the 𝑟 and 𝑧 directions, resp.).
Using the theory of the spherical cavity expansion in an

infinite space implies that there is an infinitely thick “soil
wall” existing on the side of the slope, which will restrain
the lateral displacement induced by the spherical expansion.
According to the Figure 2, the slope tends to be flat with
the increase of the angle 𝛽. As a result, the displacement at
the same point in the soil decreases due to the increase of
the thickness of “restriction.” For instance, when 𝛽 = 0∘,
the displacement is 2.4 times of the displacement induced by
cavity with no boundary effect at the instant of (𝑡 + 𝑟)/𝑎 = 3.
Thus, the presence and inclination angle of the sloping free
boundary have a great influence on the displacement due to
cavity expansion.

6. Conclusions

Analytical solutions of the cavity expansion near the sloping
ground were proposed based on the understanding that
expansion caused by pile tip can be simulated as a spher-
ical cavity expansion. Both the horizontal and sloping free
surfaces are taken into account by using of a virtual image
technique, harmonic functions, and the Boussinesq solutions,
and the solutions will convert into the solutions reported by
Keer et al. [16] when the sloping ground turn to the horizontal
direction.

The results show that the presence and inclination angle
of sloping free boundary have a considerable influence on the
distributions of the stress and displacement fields induced by
the spherical cavity expansion. As the distance from the cavity
increases or when the boundary is approached, the Mises
stress decreases. With the increase of the angle 𝛽 between
the slope and the vertical plane, the slope tends to flat and
the displacement at the same point in the soil decreases
with the increase of the “lateral restriction.” Likewise, the
displacement increases with the decrease of the angle 𝛽.
Therefore, the existence of the slope increases the risk of the
slope failure due to the pile installation.
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Columnar jointed basalt is a type of joint rock mass formed by the combined cutting effect of original joints and aphanitic
microcracks. After excavation unloading, such rock mass manifested distinct mechanical properties including discontinuity,
anisotropy, and proneness of cracking. On the basis of former research findings, this paper establishes a D-CRDM method applicable
to the analysis of columnar jointed basalt, which not only integrates discrete element and equivalent finite-element methods, but also
takes into account the coupling effect of original joints and aphanitic microcracks. From the comparative study of field monitoring
data and strain softening constitutive model calculated results, it can be found that this method may well be used for the simulation
of mechanical properties of columnar jointed basalts and the determination of rock failure mechanism and failure modes, thus
providing references for the selection of supporting measures for this type of rock mass.

1. Introduction
Due to the abundance of internal joints, columnar jointed
basalt possesses distinct mechanical properties such as dis-
continuity, anisotropy and is easy to crack compared with
other types of rock mass. For this type of rock mass, its
surface rocks instantaneously generate tensile failure right
with the beginning of excavation; then aphanitic microcracks
start to develop throughout the columns along with the
reduction of surface rock confining pressure and induce
a secondary failure of original joints, which finally leads
to a progressive failure pattern similar to “domino effect.”
Currently, studies on the unloading mechanical properties
of columnar jointed rock mass appear to be quite limited.
Based on existing research findings on joint rock mass [1–6],
this paper proposes a D-CRDM (discrete element method-
crack rock mass deterioration model) analysis method by
integrating equivalent continuum and discrete element and
uses this method to simulate the unloading mechanical
impacts of rock mass after excavation of experimental cavity.
The correctness of this analytical method is verified by
comparing with the monitoring results; at the same time, the
unloading failure mechanism and failure modes of columnar
jointed basalts are revealed as well.

2. Failure Modes of Columnar Jointing

Columnar jointed basalt is a type of joint rock mass formed
by the combined cutting effect of original joints and aphanitic
microcracks, of which the original joint is a type of geological
structure generated during the magmatic condensation pro-
cess. It possesses a clear column surface and a distinct column
outline; its cross-section is quadrilateral or pentagonal in
shape and has a mosaic structure. Due to the weak strength of
original joints, original joints on the surface are prone to spall
after excavation. From photos taken on the damaged sites (see
Figures 1(a) and 1(b)), it can be observed that such failure
and stripping are mainly caused by the opening and sliding
of joints, which may be described by block theories and can
be analyzed by discontinuous methods such as the discrete
element method.

The aphanitic microcracks inside the columns are small
joint planes between the two crystal grains. Such small joint
planes reduce the rock integrity. Through on-site observa-
tions it can be found that large scale spall appeared in the
cavern roof or arch corners and created a not very deep
pit. According to the sizes of the stripping blocks, it can be
initially estimated that this type of failure was induced by the
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Figure 1: Failure modes of surrounding rock in the cavity.

extending and splitting of aphanitic microcracks. In addition,
the surrounding rock on the cavern side wall generated a large
amount of broken rocks, especially in the region where the
cracking failures of original joints are concentrated, which is
seen in the failure model shown in Figures 1(c) and 1(d). Since
the aphanitic microcracks are randomly developed inside the
columns and it is impossible to count their number, it is
more appropriate to adopt equivalent method for analysis and
research in light of the research results of the literature [7–11].

3. D-CRDM (Discrete Element Method-Crack
Rock Mass Deterioration Model)

D-CRDM analysis method simulates original joints by 3DEC
block theory and develops constitutive deterioration model
of jointed rock by using its secondary development function
in order to implement coupling analysis of these two kinds of
joints.

After excavation, the aphanitic microcracks on the sur-
face of surrounding rocks gradually extend and crack under

the effect of unloading, resulting in the deterioration of
overall mechanical properties of columnar jointed basalt.
From a macro perspective, this type of deterioration can
be considered as a changing process of Young’s modulus 𝐸,
Poisson’s ratio 𝜇, cohesion𝐶, friction angle 𝜙, tensile strength𝑇, and other mechanical parameters of the rock mass. There-
fore, when adopting numerical simulation method to study
the mechanical behaviour of columnar jointed basalt, its
constitutive model should accurately reflect two fundamental
features of the rock mass; that is, the mechanics parameters
change along with the damage of surrounding rock both
during and after the yielding course of rock mass. In rock
deterioration process, each parameter change should be
determined by the mechanical state of rock mass, while the
mechanical index of equivalent plastic strain 𝜀𝑝 is usually
used to describe different stress state of rock mass, which is
defined

𝜀𝑝 = ∫√23 (𝜀𝑝1 𝜀𝑝1 + 𝜀𝑝2 𝜀𝑝2 + 𝜀𝑝3 𝜀𝑝3 ) . (1)
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Figure 2: Rock mass mechanical parameters changing curve diagram along with the variation of equivalent plastic strain.

In order to define the change of deformation and strength
parameters, it is supposed that each parameter satisfies the
function of 𝜀𝑝 the following:

𝐸 (𝜀𝑝) = 𝐸0 ⋅ 𝑓𝐸 (𝜀𝑝) ,
𝜇 (𝜀𝑝) = 𝜇0 ⋅ 𝑓𝜇 (𝜀𝑝) ,
𝐶 (𝜀𝑝) = 𝐶0 ⋅ 𝑓𝐶 (𝜀𝑝) ,

(2)

𝜙 (𝜀𝑝) = 𝜙0 ⋅ 𝑓𝜙 (𝜀𝑝) ,
𝑇 (𝜀𝑝) = 𝑇0 ⋅ 𝑓𝑇 (𝜀𝑝) ,

where 𝐸0, 𝜇0, 𝐶0, 𝜑0, and 𝑇0 are Young’s modulus, Poisson’s
ratio, cohesion, friction angle, and tensile strength of the
columns of columnar jointed basalt in initial state; 𝐸(𝜀𝑝),𝜇(𝜀𝑝), 𝐶(𝜀𝑝), 𝜑(𝜀𝑝), and 𝑇(𝜀𝑝) are Young’s modulus, Poisson’s
ratio, cohesion, friction angle and tensile strength for a
given plastic strain state, respectively; whereas𝑓𝐸(𝜀𝑝),𝑓𝜇(𝜀𝑝),𝑓𝑐(𝜀𝑝), 𝑓𝜑(𝜀𝑝), and 𝑓𝑇(𝜀𝑝) are the evolution functions which
may be linear, piecewise, or nonlinear and can be determined
in the aid of the experiences or the correlated experimental
test curves.

After excavation of underground cavity, the surrounding
rock mass suffered different degrees of damage due to the
cracking of aphanitic microcracks in surface columns and
new fractures generated hence with. Theoretical analysis
and engineering practice both show that the cracks and
expansion of joints reduce the rock integrity, resulting in

reduced resistance to deformation of rock mass, and its
elastic modulus 𝐸 also decreases with it. When the rock
mass is within the scope of elastic range, the Poisson’s ratio
is generally constant; however, Poisson’s ratio will change
along the rock mass stress state alteration when the rock
mass is beyond the scope of elastic range. Generally, after
dilatation of rock mass, the Poisson’s ratio of rock mass often
increases until it reaches 0.5. Therefore, in rock degradation
process, the computation of deformation parameters is a
progressively variant procedure along with the change of the
mechanical state of rock mass. Since the breaking of original
joints continuously reduces columns confining pressure, the
tiny cracks inside the columns are progressively cut through,
leading to a macroscopic manifestation of large deformation
as well as the stripping and falling of aphanitic microcracks.
These local deterioration phenomena of rock mass reduce its
strength and integrity, which corresponds to the reduction
of mechanical parameters including friction angle, cohesion,
and tensile strength. Therefore, the process of aphanitic
microcracks breakage and new fracture development may
be considered as a continuous disintegrating course of the
microstructures of the columns, that is, the process of reduc-
tions of friction angle 𝜑, cohesion 𝐶, and tensile strength
T along with the reduction of equivalent plastic strains. In
this paper, an example with linear evolution functions is
presented in Figure 2.

To achieve the dynamical evolution of above mechanical
parameters along with the variation of plastic strain, com-
bined with Mohr-Coulomb elastoplastic constitutive model,
the mechanical parameters of the materials are step-by-
step updated according to (2) in iterations calculated in
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Figure 3: Procedure of the numerical computation used in CRDM.

the 3DEC difference dynamical iterative solution procedure
(see Figure 3).

In the process of circulative calculation, the shear yield
function uses Mohr-Coulomb yield criterion, which is
expressed as a function of equivalent plastic strain; namely,

𝑓𝑠 = 𝜎1 − 𝜎3𝑁𝜑 + 2𝐶 (𝜀𝑝)√𝑁𝜑,
𝑁𝜑(𝜀𝑝) = 1 + sin [𝜑 (𝜀𝑝)]1 − sin [𝜑 (𝜀𝑝)] .

(3)

Taking into account the weakness of tensile strength of
columnar jointed basalt, Rankine’s strength criteria of max-
imum tensile stress is also considered when judging whether
the rock mass enters into shaping state:

𝑓𝑡 = 𝜎𝑡 − 𝜎3. (4)

After the cracking of aphanitic microcracks, the rock mass
goes into yield condition, and since each parameter con-
stantly changes along with the equivalent plastic strain, the
yielding surface of this model varies dynamically not as
that given in the common elastoplastic constitutive relations.
According to the research results of Yingren et al. [12], the
straight line equation of side 𝐴𝐵 in the 𝜋 plane and the
equation of distance between the centre of the 𝜋 plane and
the origin of the principle stress space coordinates system are
given as

𝑥 = √2𝑐 cos𝜑 + sin𝜑√3 𝑦 − 𝜎𝑚 sin𝜑,
𝑑 = 1√3 (𝜎1 + 𝜎2 + 𝜎3) = √3𝜎𝑚,

(5)

where 𝜎𝑚 is the hydrostatic pressure.
The above equations indicate that (1) the slope of line𝐴𝐵 is only related to the friction angle 𝜑; the slope of

line 𝐴𝐵 decreases when 𝜑 is increasing and deviates to
line 𝐴𝐵󸀠, which means some changes have taken place in
the shape of the yielding surface (see Figure 4(a)); (2)
when the cohesion changes, the intercept of line 𝐴𝐵 on 𝑥-
axis changes correspondently, and line 𝐴󸀠𝐵󸀠 may become a
parallel translation of the straight line 𝐴𝐵, which means that
the area of the yielding surface in the 𝜋 plane will expand in
a similarity form as shown in Figure 4(b). As the distance
between the 𝜋 plane and the origin of the principle stress

space coordinates system depends only on the hydrostatic
pressure 𝜎𝑚, when the internal stress of rock mass changes,
that is, when 𝜎𝑚 changes, the yielding surface will be scaled
in the meridian plane along the isoclinic line direction (see
Figure 4(c)). In addition to the dynamic changes of tensile
strength along with the evolution of equivalent plastic strain,
this constitutive model presents sufficiently well the dynamic
changes of the mechanical properties of columnar jointed
basalts after their yielding.

4. Experimental Cavity of Columnar Joints

To verify the correctness of this analysis method and to ana-
lyze the unloading mechanism of columnar joints, simulation
and analysis were carried out in the experimental cavity of
columnar joints located in the Baihetan hydropower station,
which is situated in Ningnan county of Sichuan province
and Qiaojia county of Yunnan province, the downstream of
the Jinsha River. Its dam foundation and the main part of
cavity groups are located in the basalts of Upper Permian
Emeishan formation (𝑃2𝛽3), where the Emeishan basalts are
divided into eleven rock-flowage layers, of which the 𝑃2𝛽3
is a basaltic formation mainly consisted of microcrystalline
aphanitic joints and oblique lamination. It is the major
stratum outcropped in the project area, and columnar joints
are developed in partial areas of the middle part of this
stratum (𝑃2𝛽23 and 𝑃2𝛽33). In order to explore the unloading
properties of columnar jointed basalts and to ensure the
stability of dam foundation and underground cavities on the

long run, an experimental cavity was excavated in the 𝑃2𝛽23
stratum for long-term monitoring. This experimental cavity
is located in the downstream side of cave PD34 at right bank
prospecting line II, with an axial direction of N45∘E that is
almost consistent with the strike direction of stratum. The
cavity has a floor elevation of Δ727.4 m, a vertical embedded
depth of about 300 m, and is approximately 160 m away from
the bank slope. The in situ stress values in this region are
relatively small: the first and the third principal stresses are
4.38 MPa, and 3.23 MPa respectively, with little difference
between the two. With reference to the data obtained from
laboratory experiments and field triaxial load/unload tests,
the calculation parameters of rock mass and structure sur-
faces were determined as in Tables 1 and 2.

The experimental cavity of columnar jointed basalts, with
a total length of 70 m, is divided into two experimental seg-
ments, that is, the supported and unsupported experimental
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Figure 4: Evolution characteristics of the successive yielding in CRDM.

Table 1: Mechanical parameters of joints.

Normal stiffness
/GPa

Shear stiffness
/GPa

Frictional angle
/∘

Cohesion
/MPa

Tensile strength
/MPa

52.97 12.88 24.3 0.0 0.0

Table 2: Equivalent mechanical parameters of the rock.

Young’s modulus
/GPa

Poisson’s ratio
Friction angle

/∘
Cohesion

/MPa
Tensile strength

/MPa

Initial Residual Initial Residual Initial Residual Initial Residual Initial Residual

32.30 15.20 0.21 0.50 35.0 25.0 1.30 0.50 1.25 0.0

segments of 30 m and 40 m, respectively. The cross-section of
this experimental cavity is city-gate shaped with dimensions
of 13 m × 6.5 m (height × width). According to the geological
survey for monitoring section in the unsupported segment, a
two-dimensional computational model for the experimental
cavity is constructed in which three rock flow age strata 𝑃2𝛽23 ,𝑃2𝛽33 and 𝑃2𝛽43 from the bottom to the top are considered.
What is more, there is an intraformational disturbed belt of
RS3311 in stratum 𝑃2𝛽23 . In order to eliminate the influence
of boundary constraints on calculation and to accelerate

computing speed, the rock masses within the range of three
times the span of cavity and twice the height of cavity were cut
into columnar joints, while the rock masses outside this scope
were modeled as continuum media. The columnar jointed

basalts in rock flowage stratum 𝑃2𝛽33 , where the experimental
cavity is located, are ash black ones whose columns are 1∼5 m
long, 15∼25 cm in diameter, and 70∘ ∼ 85∘ in dip angle; see
Figure 5 for specific model. This model adopts tetrahedral
elements, with an internal column elements size of 0.15 m, an
integrity rock unit of 0.5 m, and total concrete units of 15,000.
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Figure 6: Surrounding rock deformation and rock mass failure.

4.1. Analysis of the Displacement Field of Surrounding Rock.
The excavation process of the experimental cavity is analyzed
by utilizing the simulation method established in this paper.
The results reveal that during the excavation of the first layer,
deformation of surrounding rock at surface was relatively
small; its numerical simulation result is 2.35 mm. During the
excavation of the second layer, deformation at each moni-
toring point increased rapidly (as shown in Figure 6); the
numerical simulation value and monitoring datum reached
16.68 mm and 17.80 mm, respectively. These numerical sim-
ulation results reveal that the principle cause for the large
deformation of surrounding rock is the existence of normal
and shear deformations of original joints in rock mass, which
are mainly concentrated within 0∼4 m of the surrounding
rock surface. In addition, the deformation of surrounding

rock is also influenced by the dip angles of columnar joints
and manifests distinct anisotropic properties; that is, the
deformation value of the cavity roof is larger than that of the
cavity floor, and the deformation value at the downstream
side of cavity is larger than the displacement value of cavity
sidewall at the upstream side (as shown in Figure 7). From the
comparative study of in situ monitoring results and calculated
results of strain-softening constitutive model, it can be found
that D-CRDM may accurately simulate the displacement field
alteration of surrounding rock during excavation.

4.2. Relaxation of Joints. The failure of jointed rock mass
is often due to the expansion and cracking of joints, while
the development of these fissures will lead to the reduction
of wave velocity. According to the reduction degree of
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(a) Normal deformation of original joints (b) Tangential deformation of joints (c) Deformation of surrounding
rocks

Figure 7: Numerical simulation results of the surrounding rock deformations.
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Figure 8: Relaxation zones of joints after excavation of the first layer.

wave velocity and by modeling on the rock mass integrity
evaluation system, a relaxation coefficient of rock mass 𝑘 is
established:

𝑘 = V0𝑝 − V𝑝

V0𝑝
, (6)

where k is the coefficient of relaxation, V𝑝 is the velocity of

longitudinal wave of rock mass at the testing position, and V0𝑝
is the eigen wave velocity of nonrelaxed rock mass.

In order to distinguish the relaxation degree of rock mass
in a more detailed manner, the relaxation degree of columnar
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Table 3: Classification criteria of relaxation degrees.

𝑘 𝑘 ≤ 0 0 < 𝑘 ≤ 20% 20% < 𝑘 ≤ 40% 𝑘 > 40%

V𝑝/(m/s) V𝑝 ≥ 5000 5000 > V𝑝 ≥ 4000 4000 > V𝑝 ≥ 3000 V𝑝 < 3000
Relaxation evaluations Nonrelaxed Slightly relaxed Weakly relaxed Strongly relaxed
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Figure 9: Relaxation zones of joints after excavation of the second layer.

joint is subdivided into highly, weakly, and slightly relaxed
ones (see Table 3 for further details).

The calculated results obtained by D-CRDM method
indicate that after excavation of the first layer of the exper-
imental cavity, the open original joints of upstream and
downstream cavity sidewalls were concentrated within 0.5 m
of the cavity surface layer. Due to the effect of dip angles
of original joints, the joints development area at arch roof
basically diffuses along the direction of joint dip angle,
with an opening depth almost twice the height of cavity
excavation, that is, around 10 m. This is generally consistent
with the distribution regularity of relaxation zones of rock
mass obtained by in situ acoustic wave tests (Figure 8).

When the experimental cavity was cut into to the second
layer, from the contour diagram of joint slipping (as shown
in Figure 9) it can be found clearly that the opening zones of

original joints on the cavity roof and floor were significantly
enlarged, and their heights were also almost equivalent to
the cavity height, that is, about 10 m. In addition, a cracking
zone of certain depth also appeared on the cavity sidewall. By
combining the normal and tangential displacement contour
diagrams of original joints, it reveals that the failure and
relaxation degree of original joints on cavity sidewall is more
intense than those on the roof and floor, with a failure
depth of 2∼3 m. Due to the same effect of original joints, the
joint relaxation zones still develop along the joint dip angle
direction, which fully complies with actual observations.

In order to verify the analysis results obtained from wave
velocity tests and numerical simulations, a three-dimensional
scanning was carried out by using a borehole camera tech-
nique on the surrounding rocks inside the borehole that was
drilled along the downstream sidewall of experimental cavity.
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Figure 11: Contrast between field test and calculated results.

The results showed that the rock mass within 0.0∼4.0 m of the
surrounding rock on sidewall was obviously relaxed, which
further prove the accuracy of above theoretical analysis and
field testing (see Figure 10).

4.3. Field Bearing Plate Test. In order to further explore
the compression features of columnar joints, a bearing plate
test was carried out in the areas where the columnar joints
are densely distributed and where the aphanitic microcracks
are developed. After the circulative loading and unloading
tests of multiple experimental points, it is discovered that
most stress-displacement curves are of concave type; that
is, under the effect of circulative loading and unloading
step-by-step, the Young’s modulus of rock mass gradually
increases; refer to Figure 11(a) for specific stress routes. Using
the formerly proposed method of D-CRDM, a simulation
analysis was made to the experiment. As the original joints
gradually close during the step-by-step pressuring process
of bearing plate, together with the decline of equivalent
plastic strain of columns and the gradual increase of Young’s
modulus, the numerical simulation results basically match
with the experimental results, thus further verify that this

model complies with the reloading mechanical properties of
columnar joints after unloading.

5. Conclusions

By utilizing the D-CRDM analysis method established in this
paper, mechanical simulations of both the loading and the
reloading after unloading mechanical properties of columnar
joints maybe carried out, and multiple field test results
have proved the correctness of this method. Meanwhile,
the research results of a variety of means also indicate that
the failure and instability of columnar jointed basalts are
mainly caused by the open failure of original joints; therefore,
reinforcing the support of original joints is fundamental to
the stability insurance of columnar jointed basalts.
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An equation is proposed to unify the yield surface of granular materials by incorporating the fabric and its evolution. In microlevel
analysis by employing a Fourier series that was developed to model fabric, it is directly included in the strength of granular
materials. Inherent anisotropy is defined as a noncoaxiality between deposition angle and principal compressive stress. Stress-
induced anisotropy is defined by the degree of anisotropy 𝛼 and the major direction of the contact normals. The difference between
samples which have the same density (or void ratio) but different bedding angles is attributed to this equation. The validity of the
formulation is verified by comparison with experimental data.

1. Introduction

There are numerous experimental observations showing that
the shape of the failure surface for soils is influenced by the
microstructural arrangement (or fabric) (e.g., [1–3]). It has
long been known that the failure condition is influenced by
the microstructural arrangement of the constituent particles.
Several expressions for failure criteria have been proposed to
include the effect of fabric and its evolution. Baker and Desai
[4] proposed the so-called joint isotropic invariants of stress
and appropriate anisotropic tensorial entities. Pastor [5], by
using this method, proposed a constitutive model to account
for fabric anisotropy.

Pietruszczak and Mroz [6] related inherent anisotropy
to the microstructural arrangement within the representative
volume of material. They used a second-order tensor whose
eigenvectors specify the orientation of the axes of the material
symmetry. The failure criteria proposed by Pietruszczak and
Mroz [6] were formulated in terms of the stress state and a
microstructure tensor. Lade [3], by using the method pro-
posed by Pietruszczak and Mroz [6], related the loading
directions to the principal directions of the cross-anisotropic
microstructure arrangement of the particles.

In order to connect the microscopic character of the gran-
ular materials with overall macroscopic anisotropy, various
quantities have been proposed; for example, Oda [1], Oda
et al. [2], and Oda [7] defined the fabric of anisotropy by
using the distribution of the unit contact normals. Mehrabadi
et al. [8] defined another microstructural arrangement and
connected these parameters to the overall stress and other
mechanical characteristics of granular materials. Gao et al. [9]
and Gao and Zhao [10] proposed a generalized anisotropic
failure criterion through developing an isotropic failure
criterion by introducing two variables to account for fabric
anisotropy. The first one is the fabric anisotropy that was
proposed by Oda and Nakayama [11] and the second one is
the joint invariants of the deviatoric stress tensor and the
deviatoric fabric tensor to characterize the relative orien-
tation between stress direction and fabric anisotropy. They
related the frictional coefficient 𝜂𝑝 to the anisotropic variable𝐴. Fu and Dafalias [12] showed that there is a difference
between friction angle in the isotropic and anisotropic cases.
In the isotropic case, friction angle would be a direction-
independent constant, while in the anisotropic case, it is a
function of the bedding angle with respect to the shear plane
(in the Mohr-Coulomb failure criterion). Fu and Dafalias [13]
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by using discrete element method (DEM) investigated the
effect of fabric on the shear strength of granular materials.
They proposed an anisotropic shear failure criterion on the
basis of noncoaxiality between the bedding plane orientation
and the shear plane. The inherent fabric anisotropy was taken
into account by considering the orientation of the bedding
plane with respect to the principal stress axes.

The specification of the condition at failure for anisotropic
granular soils constitutes an important problem and numer-
ous criteria have been proposed in the past. In this paper, we
endeavor to incorporate the effect of inherent and induced
anisotropy in the yield surface. The inherent and induced
anisotropies are expressed as explicit functions of the bedding
angle𝛽 and the magnitude of anisotropy𝛼 (in the distribution
of contact normals). These two elements (inherent and
induced anisotropy) are combined, and the Mohr-Coulomb
yield surface which is modified to account for the kinematic
yield surface [14–16] is developed by including the fabric and
its evolution. The equation of the yield surface that is pro-
posed for granular soils is compared with the experimental
results from Oda et al. [17]. It shows that the equation is able to
capture the shearing behavior of soils with different bedding
angles.

2. Definition of Inherent Anisotropy

Inherent anisotropy is attributed to the deposition and orien-
tation of the long axes of particles [1, 2, 7]. Oda et al. [17] and
Yoshimine et al. [18] showed that the drained and undrained
response of sand and approaching the critical state failure
are actually affected by the direction of the principal stress
relative to the orientation of the soil sample. Pietruszczak
and Mroz [6] included the effect of fabric by the following
equation:

𝐹 = 𝜏 − 𝜂𝑔 (𝜃) 𝑝𝑜, (1)

where 𝜏 = 𝐽1/22 is the second invariant of the stress tensor,𝑝𝑜 = tr𝜎/3 is first invariant of the stress tensor, 𝑔(𝜃) is Lode’s
angle, and 𝜂 is a constant for isotropic materials and defined
by the following equation for anisotropic materials:

𝜂 = 𝜂𝑜 (1 + Ω𝑖𝑗𝑙𝑖𝑙𝑗) , (2)

where 𝜂𝑜 is the constant material parameter, Ω𝑖𝑗 describes
the bias in material microstructure spatial distribution, and𝑙𝑖 and 𝑙𝑗 are the loading directions. Lade [3] by using these
formulations proposed a failure criterion for anisotropic
materials. Wan and Guo [19] accounted for the effect of
inherent anisotropy in microlevel analysis by the ratio of
projection of major-to-minor principal values of the fabric
tensor along the direction of the principal stresses. Li and
Dafalias [20, 21] incorporated this effect by the fabric tensor
which was proposed by Oda and Nakayama [11]. These
two methods used the same basic approach; they used the
principal values of the fabric tensor in their formulations.
However, micromechanical studies [2, 11] have shown that in
the shearing process, the preferred orientation of the particles
in a granular mass may undergo only small changes. Its value

may well endure after the onset of the critical state; hence,
the fabric anisotropy renders the locus of the critical state
line. In this paper, cos 2(𝛽𝑖 − 𝛽∘) is used to model the effect
of inherent anisotropy. 𝛽𝑖 indicates the variation of the long
axes of particles with respect to the major principal stress; 𝛽∘
is the angle of deposition with respect to the major principal
stress. Hence,

(𝜎1𝜎2)𝑓 ∝ cos 2 (𝛽𝑖 − 𝛽∘) . (3)

3. Definition of Stress-Induced Anisotropy

With increasing shear loads, the contact normals tend to
concentrate in the direction of the major compressive stress.
Contacts are generated in the compressive direction and dis-
rupted in the tensile direction. These disruption and genera-
tion of the contact normals are the main causes of the induced
anisotropy in the granular materials [2]. In order to include
the fabric evolution (or induced anisotropy), a function in
which changes of the contact normals are included must be
defined. Wan and Guo [19] used the following equation:𝐹̇𝑖𝑗 = 𝑥 ̇𝜂𝑖𝑗, (4)

where 𝐹̇𝑖𝑗 shows the evolution of fabric anisotropy, 𝑥 is a
constant, and ̇𝜂𝑖𝑗 is the ratio of the shear stress to the confining
pressure, or 𝜂 = (𝑞/𝑝). Dafalias and Manzari [22] related the
evolution of fabric to the volumetric strain in the dilatancy
equation. The evolution of fabric comes to play only after
dilation. Based on DEM simulation presented by Fu and
Dafalias [12], Li and Dafalias [23] developed an earlier model
(yield surface) to account for fabric and its evolution in a new
manner by considering the evolution of fabric tensor towards
its critical value.

By using Fourier series, Rothenburg and Bathurst [24]
showed that the contact normals distribution, 𝐸(𝑛), can be
presented as follows:

𝐸 (𝑛) = ( 12𝜋) (1 + 𝛼 cos 2 (𝜃 − 𝜃𝑓)) , (5)

where 𝛼 is the magnitude of anisotropy and 𝜃𝑓 is the major
principal direction of the fabric tensor. The variations of the
parameters 𝛼 and 𝜃𝑓 represent the evolution of anisotropy
in the granular mass. Experimental data shows that the
shear strength of the granular material is a function of the
magnitude of 𝛼 and 𝜃𝑓 [1, 17, 25]. The following equation is
used to consider the effect of the induced anisotropy:

(𝜎1𝜎2)𝑓 ∝ (1 + (12) 𝛼 cos 2 (𝜃𝜎 − 𝜃𝑓)) . (6)

As previously mentioned, the shear strength in the granu-
lar medium is a function of inherent and induced anisotropy.
The equation can predict the difference between samples due
to the fabric which is a combination of the inherent and
induced anisotropy as follows [26]:

(𝜎1𝜎2)𝑓 ∝ [(1 + (12) 𝛼 cos 2 (𝜃 − 𝜃𝑓)) cos 2 (𝛽𝑖 − 𝛽∘)] .
(7)
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Another parameter that must be added to the above
relation is the rolling strength of the granular material. Oda et
al. [25] and Bardet [27] showed the importance of the rolling
strength of the particles, especially in a 2D case. This effect is
incorporated in the following form [26]:

(𝜎1𝜎2)𝑓 ∝ [(1 + (12) 𝛼 cos 2 (𝜃 − 𝜃𝑓))
× cos 2 (𝛽𝑖 − 𝛽∘)𝑚 exp (cos 2 (𝛽𝑖 − 𝛽∘)) ] ,

(8)

where 𝑚 is a constant that depends on the interparticle fric-
tion angle 𝜙𝜇 and the shape of the particles. When the
samples with equal densities are subjected to the shear loads,
the difference in the shear strength due to the fabric can be
attributed to (8).

4. Verification of (8) with
the Experimental Data

In order to show the ability of (8) to represent the effect of
the fabric on the shear strength, the predictions are compared
with the experimental tests presented by Konishi et al. [25].
They conducted an experimental study on biaxial deforma-
tion of two-dimensional assemblies of rod-shaped photoelas-
tic particle with oval cross section. The samples were confined
laterally by a constant force of 0.45 kgf and then compressed
vertically by incremental displacement. Two types of particle
shapes were used; one was 𝑟1/𝑟2 = 1.1 and the other was𝑟1/𝑟2 = 1.4, in which 𝑟1 and 𝑟2 are the major and minor
axes of cross section respectively. To consider the influence of
friction, two sets of experiments were performed on these two
particle shapes, one with nonlubricated particles of average
friction angle of 52∘ and the other with particles which had
been lubricated with an average friction angle of 26∘. The
magnitude of the degree of anisotropy 𝛼 and the major
direction of the fabric 𝜃𝑓 are calculated by the following
equations:

𝐴 = ∫2𝜋
0
𝐸 (𝜃) sin 2𝜃 𝑑𝜃, (9)

𝐵 = ∫2𝜋
0
𝐸 (𝜃) cos 2𝜃 𝑑𝜃, (10)

𝜃𝑓 = (12) arc tan(𝐴𝐵) . (11)

To show the ability of (8), the proportion of fabric with the
shear strength variations is shown in Figure 1. The differences
in the shear strength ratio at failure for different bedding
angles are attributed to the differences in the developed
anisotropic parameters. In other words, the combination of
anisotropic parameters (for inherent and induced anisotropy)
is proportional to the shear strength. The variation of right-
hand side of (8) is proportional to the variation of shear
strength ratio for different bedding angles. The right-hand
side of (8) is shown by fabric anisotropy in Figure 1. The effect
of bedding angle on stress ratio at failure for the different
interparticle friction angle 𝜙𝜇 is also shown in Figure 1.

5. Incorporation of the Fabric and Its
Evolution in the Yield Surface

Muir Wood et al. [14] proposed the kinematic version of the
Mohr-Coulomb yield surface as follows:𝑓 = 𝑞 − 𝜂𝑓𝑦𝑝𝑜, (12)

where 𝑞 is the deviatoric stress and 𝜂𝑓𝑦 is the size of the yield

surface. Muir Wood et al. [14] and Muir Wood [16] assumed
that the soil is a distortional hardening material; hence, the

current yield surface 𝜂𝑓𝑦 is a function of the plastic distortional

strain 𝜀𝑝𝑞 , and, hence,

𝜂𝑓𝑦 = 𝜀𝑝𝑞𝑐 + 𝜀𝑝𝑞 𝜂𝑝, (13)

where 𝜂𝑝 is a limit value of stress ratio which is equal to𝑀 at
the critical state, 𝜂𝑝 = 𝑀 = 𝑞/𝑝; 𝑐 is a soil constant.

Wood et al. [14] and Gajo and Muir Wood [15] developed
the above equation to include the effect of state parameter𝜓 =𝑒 − 𝑒cr, in which 𝑒 is the void ratio and 𝑒cr is the magnitude of
the void ratio on the critical-state line, as follows:

𝜂𝑓𝑦 = 𝜀𝑝𝑞𝑐 + 𝜀𝑝𝑞 (𝑀 − 𝑘𝜓) , (14)

where 𝑘 is a constant.
Li and Dafalias [20] modified the effect of state parameter𝜓 to account for a wide range of stress and void ratio as

follows: 𝜂𝑝 = 𝑀 exp (−𝑛𝑏𝜓) , (15)

where 𝑛𝑏 is a material constant. Equation (7) can be modified
as follows:

𝜂𝑓𝑦 = 𝜀𝑝𝑞𝑐 + 𝜀𝑝𝑞𝑀 exp (−𝑛𝑏𝜓) . (16)

In the previous section, the shear strength was shown to
be a function of inherent and induced anisotropy (see (8)).
Thus, the effect of inherent and induced fabric anisotropy for
triaxial case can be expressed as follows:

𝜂𝑓𝑦 = 𝜀𝑝𝑞𝑐 + 𝜀𝑝𝑞 (1 + (12) 𝛼 cos 2 (𝜃𝑓 − 𝜃𝜎))
× cos 2 (𝛽𝑖 − 𝛽∘)𝑀 exp (−𝑛𝑏𝜓) .

(17)

The magnitudes of 𝛼 and 𝜃𝑓 approach a constant value in

large shear strain [26, 28, 29]. The parameter cos 2(𝛽𝑖 − 𝛽∘) is
easily obtained by back calculation but as a rough estimation,
its value is close to the magnitude of the bedding angle cos 𝛿
(for bedding angle 𝛿 between 15∘ and 45∘).

Equation (10) can be shown in the following form for mul-
tiaxial direction (or in the general form):𝑓 = 𝜏 − 𝜂𝑓𝑦𝑔 (𝜃) 𝑝𝑜. (18)

It is similar to the equation proposed by Pietruszczak and
Mroz [6] and Lade [3] but in this formulation, another func-
tion is used for fabric and its evolution.
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Figure 1: Samples with 𝜙𝜇 = 52∘ and 𝑟1/𝑟2 = 1.1 (a), 𝜙𝜇 = 26∘ and 𝑟1/𝑟2 = 1.1 (b), 𝜙𝜇 = 52∘ and 𝑟1/𝑟2 = 1.4 (c), and 𝜙𝜇 = 26∘ and 𝑟1/𝑟2 = 1.4
(d).

6. Fabric Evolution

The parameters 𝛼 and 𝜃𝑓 show the status of the fabric and
its evolution. These parameters have a great influence on
the behavior of the dilatancy equation. Shaverdi et al. [29]
proposed an equation which can predict the magnitude of 𝛼
and 𝜃𝑓 in the presence of the noncoaxiality between stress and
fabric. This equation is obtained from the microlevel analysis.
To calculate the 𝛼 parameter, the magnitude of the shear to
normal stress ratio on the spatially mobilized plane (SMP)
must be determined. In the triaxial case, for example, 𝜏/𝑝may
be obtained from the following equation [30]:𝜏𝑝 = √𝜎1𝜎3 − √𝜎3𝜎1 . (19)

The parameters 𝛼 and 𝜃𝑓 may be obtained from the fol-
lowing equations in the presence of noncoaxiality [29]:

𝛼 = (𝜏/𝑝) cos𝜙𝜇mob − sin𝜙𝜇mob

sin (2𝜃𝑓 + 𝜙𝜇mob) − ((𝜏/𝑝) cos (2𝜃𝑓 + 𝜙𝜇mob)) ,
(20)

̇𝜃𝑓 = ̇𝜃𝜎 + (12) ⋅ 𝑑𝜂 ⋅ (𝜃𝜎 − 𝜃𝑓) , (21)

where the dot over 𝜃 shows the variation. The most important
parameter in the above equation is the interparticle mobilized
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Figure 2: Comparison between experimental data and simulation by using (16) for the confining pressure 0.5 kg/cm2.

friction angle, 𝜙𝜇mob. This parameter is obtained from the
following equation:

tan
−1 ( 𝜏𝑝) = 𝜃𝜎 − 𝜃𝑓𝑧 + 𝜆( ̇𝜀V̇𝜀𝑞) + 𝜙𝜇mob, (22)

where 𝑧 and 𝜆 are material constants. Kuhn [28] and Shaverdi
et al. [29] showed that the variation of 𝛼 with the shear strain
is similar to the variation of shear to normal stress ratio with
shear strain.

7. Verification of (16) with Experimental Data

Oda et al. [17] conducted some experimental tests on Toyoura
sand with an initial void ratio 0.67-0.68 and the confining

pressures 0.5 kg/cm2 and 2 kg/cm2 to study the effect of

bedding angle with tilting angles 𝛿 = 0∘, 30∘, 60∘, and 90∘. For
better modeling, the constant 𝑐 for the plastic shear strain less
than 1% must be modified as follows:

𝑐 = 0.001 + 0.001 ⟨1 − 𝑚󸀠𝜀𝑝𝑞⟩ , (23)

where 𝑚󸀠 is a constant which depends on confining pres-
sure and ⟨⋅ ⋅ ⋅ ⟩ stands for the positive values only. In this
simulation, 𝑚󸀠 = 1 is taken into account for the confining

pressure 0.5 kg/cm2, and 𝑚󸀠 = 6.5 for the confining pressure

2.0 kg/cm2.
Equation (17) can model the different behavior of the

granular soils with the same confining pressure and initial
void ratio (density) in which the only difference is due to the
fabric and its evolution, as shown in Figures 2 and 3.
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Figure 3: Comparison between experimental data and simulation by using (16) for the confining pressure 2.0 kg/cm2.

8. Conclusion

An equation was proposed to include the effect of inher-
ent and induced anisotropy. This relation was obtained by
combining the effect of inherent and induced anisotropy.
Rolling resistance is also included in this equation. The
differences between the samples due to inherent and induced
anisotropy were well captured by applying (8). Verifying the
experimental data shows that this equation can predict the
ratio of the shear strength at failure of granular materials in
the presence of inherent anisotropy as good as possible. The
effect of inherent anisotropy was incorporated by a single
term cos 2(𝛽𝑖 − 𝛽∘). Induced anisotropy was also included by
a simple term (1 + (1/2)𝛼 cos 2(𝜃𝑓 − 𝜃𝜎)) in which 𝛼 and 𝜃𝑓
can be easily calculated and obtained. The extended Mohr-
Coulomb was developed to incorporate the effect of fabric

and its evolution. Verification with the experimental tests
demonstrated the validity of this formulation.
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Unlike its saturated counterparts, the mechanical behavior of an unsaturated soil depends not only upon its stress history but also
upon its hydraulic history. In this paper, a soil-water characteristic relationship which is capable of describing the effect of capillary
hysteresis is introduced to characterize the influence of hydraulic history on the skeletal deformation. The capillary hysteresis is
viewed as a phenomenon associated with the internal structural rearrangements in unsaturated soils, which can be characterized by
using a set of internal state variables. It is shown that both capillary hysteresis and plastic deformation can be consistently addressed
in a unified theoretical framework. Within this context, a constitutive model of unsaturated soils is developed by generalizing the
modified Cam-Clay model. A hardening function is introduced, in which both the matric suction and the degree of saturation
are explicitly included as hardening variables, so that the effect of hydraulic history on the mechanical response can be properly
addressed. The proposed model is capable of capturing the main features of the unsaturated soil behavior. The new model has a
hierarchical structure, and, depending upon application, it can describe the stress-strain relation and the soil-water characteristics
in a coupled or uncoupled manner.

1. Introduction

Occurrence of geohazards is usually related to the failure
of unsaturated soils induced by intensive precipitation or
variation of the underground water table. Traditionally, in
the analysis of such problems, the mechanical and hydraulic
properties of unsaturated soils are considered in an uncou-
pled or partially coupled manner. However, sufficient exper-
imental evidence [1, 2] shows that there exists complicated
coupling effect between deformation and seepage processes
in unsaturated soils. The seepage process can influence the
mechanical properties of soils; for instance, repeated drying-
wetting cycles can change the soil strength [3]; skeletal
deformation can change the water-retention characteristics
of unsaturated soils, which in turn influences the seepage
process [3]. Hence, in analyzing unsaturated soil problems,
it is crucial to properly characterize the coupling effect of
seepage, deformation, and failure in unsaturated soils with

arbitrary variation of water content. To address such an issue,
a constitutive model must be developed which can effectively
describe both the stress-strain relation and soil-water charac-
teristics in a unified and coupled manner.

The first milestone for comprehensive unsaturated soil
modeling should be attributed to Alonso et al. [4], who have
developed the Barcelona Basic Model (BBM) by extending
the modified Cam-Clay model of saturated soils. In the BBM
model, two independent stress variables are adopted, and
the so-called loading-collapse (LC) yield curve is introduced
to express the hardening effect of matric suction on the
preconsolidation pressure. In addition, another yield surface,
namely, SI, is employed to describe the plastic yielding of
the degree of saturation. The BBM model was experimentally
validated by Wheeler and Sivakumar [5], based on a series
of isotropic compression and triaxial tests on unsaturated
soils under suction-controlled conditions. Although the BBM
model can capture the main features of unsaturated soils,
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the mechanical and hydraulic behaviors are addressed in an
uncoupled way. Wheeler and Sivakumar [5] have pointed that
uncoupled models cannot effectively simulate the variation
of the degree of saturation during shearing under constant
matric suction, so that they are incapable of describing the
mechanical behavior and water retention characteristics of
unsaturated soils under undrained conditions.

To resolve these issues, Nuth et al. [6], Sun and Li [7],
and Sheng et al. [8] introduced a Bishop’s type effective
stress instead of net stress as an independent stress variable.
These models adopt LC yield curve to describe the wetting-
induced collapse phenomenon under various stress states of
unsaturated soils. D’Onza et al. [9] presented research work
undertaken by seven universities to benchmark different
approaches to modeling the behavior of unsaturated soils.
Such models consider the effect of matric suction on the yield
pressure only and ignore the effect of the degree of saturation.

Based on experimental results, Wheeler et al. [10] have
concluded that the degree of saturation has a significant influ-
ence on the stress-strain relation. They have suggested that
cyclic soil-water characteristic function should be introduced
into the elastoplastic constitutive model of unsaturated soils,
to describe the influence of the nonmonotonic variation in
water content on the skeletal deformation.

An LC curve is one of the key components in the BBM-
style models [1, 4, 5, 11, 12], reflecting the hardening effect of
matric suction on unsaturated soils. It has been recognized
[10] that the models with an LC yield surface have the
following limitations. (1) They are insufficient in describing
the soil response when the water content varies in a non-
monotonic way. In the vicinity of the transition region, when
the matric suction is lower than the air entry value, the soil
is fully saturated during a drying process, whereas the soil
shows apparent unsaturated behavior during wetting. This
phenomenon cannot be described by using an LC curve; (2)
LC curve predicts the increase of the yield stress with matric
suction, without considering the influence of the degree of
saturation; (3) at the same matric suction, the mechanical
properties of an unsaturated soil can be different due to the
different hydraulic histories which the soil has experienced.

The preconsolidation pressure is a key variable, by which
the hardening effect of capillarity can be taken into account in
an unsaturated soil constitutive model [13]. Two approaches
have been proposed to considering the hardening effect of
capillarity. Khalili et al. [14] and Tamagnini [15] proposed a
hardening function in which the preconsolidation pressure
is multiplied by a function of matric suction. On the other
hand, Jommi [16] and Li [17] believed that the matric suction
should have an additive effect on the strain hardening,
and thus the hardening effects of the matric suction and
the volumetric deformation should be considered in an
additive way. Noticeably, neither of these two approaches
considers the contribution of the matric suction and the
degree of saturation simultaneously, and thus neither one can
effectively address the effect of hydraulic histories.

One of major differences between a saturated soil and
its unsaturated counterpart resides in the fact that the
mechanical behavior of the unsaturated soil depends not only
upon its stress history but also upon its hydraulic history.

The hydraulic history can be very well addressed by using
a soil-water characteristic relationship, which is capable of
describing the capillary hysteresis of the unsaturated soil
under an arbitrary wetting/drying path [18, 19]. There are
several kinds of hysteretic models for the soil-water charac-
teristics, including empirical models, the domain model [20],
the rational extrapolated model [21], and the bounding sur-
face model [19], respectively. Recently, Wei and Dewoolkar
[18] identified a link between the capillary hysteresis and
an intrinsic dissipation process in unsaturated soil, and
developed an internal-variable model of capillary hysteresis,
allowing the capillary hysteresis and skeletal deformation to
be simulated in a unified framework of elastoplastic theory.
Although several constitutive models of unsaturated soils
have addressed the effect of capillary hysteresis to a certain
degree, they seldom consider the influence of deformation
on the water retention characteristic. Miao et al. [22] studied
the influence of soil density on the soil-water characteristic
curve, suggesting that skeletal compression has significant
effect on the soil-water characteristics. Gallipoli et al. [23]
have performed experiments and developed the relation-
ship between volumetric strain and the parameters of van
Genuchten model [24].

Li [25] has discussed the work-energy-dissipation rela-
tions for unsaturated soils, based on the principles of ther-
modynamics. In his paper, Li [25] has clearly displayed the
coupling effect among three phases and developed an elasto-
plastic framework for coupling the mechanical and hydraulic
behavior of unsaturated soils, under which a constitutive
model was developed under the triaxial stress state [17].
This framework provides a solid base for developing the
constitutive model of unsaturated soils.

In this paper, a new hardening function is proposed, in
which the matric suction and the degree of saturation as well
as plastic volumetric strain are simultaneously introduced to
represent the hardening effect. Based on Li’s framework [25],
a constitutive model is developed, which can simulate plastic
deformation and capillary hysteresis in a coupled and hier-
archical manner. If the coupled effect of skeletal deformation
and capillary hysteresis is ignored, the new model degenerates
into two independent models of unsaturated soils, namely,
the stress-strain relationship and the soil-water characteristic
curve. When the deformation of soil is excluded, the model
ends up with a model for the soil-water characteristics. When
the soil becomes fully saturated, the new model can transit
smoothly to the modified Cam-Clay (MCC) model.

2. Theoretical Formulation

2.1. Stress State Variables. The displacement work of unsatu-
rated soil can be expressed as [26]

𝑊 = {𝜎𝑖𝑗 − [𝑆𝑟𝑢𝑤 + (1 − 𝑆𝑟) 𝑢𝑎] 𝛿𝑖𝑗} ̇𝜀𝑖𝑗
− 𝑛𝑠𝑐 ̇𝑆𝑟 + 𝑛 (1 − 𝑆𝑟) 𝑢𝑎 ̇𝜌𝑎𝜌𝑎 ,

(1)

where 𝜎𝑖𝑗 is the total stress tensor; 𝑆𝑟 is the degree of
saturation; 𝑢𝑎 and 𝑢𝑤 are the pore air pressure and pore water
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(a) (b)

Figure 1: CT images of moisture distribution in the unsaturated Estaillades limestone at saturation of 92%: (a) prepared by drying; (b)
prepared by wetting (after Cadoret et al. (1998) [31]).

pressure, respectively; 𝛿𝑖𝑗 is the unit tensor; 𝑠𝑐 is the matric
suction, that is, 𝑠𝑐 = 𝑢𝑎 − 𝑢𝑤; 𝜀𝑖𝑗 is the infinitesimal strain
tensor; 𝑛 is the porosity; 𝜌𝑎 is the density of pore air. If the
work of air compression is neglected, the third item in the
right-hand side disappears, and

𝑊 = 𝜎󸀠𝑖𝑗 ̇𝜀𝑖𝑗 − 𝑛𝑠𝑐 ̇𝑆𝑟, (2)

where 𝜎󸀠𝑖𝑗 is the average skeleton stress tensor [16], defined by

𝜎󸀠𝑖𝑗 = (𝜎𝑖𝑗 − 𝑢𝑎𝛿𝑖𝑗) + 𝑆𝑟 (𝑢𝑎 − 𝑢𝑤) 𝛿𝑖𝑗. (3)

At the triaxial stress state,

𝑝󸀠 = 𝜎󸀠𝑖𝑖3 = (𝑝 − 𝑢𝑎) + 𝑆𝑟 (𝑢𝑎 − 𝑢𝑤) ,
𝑞 = 𝜎󸀠1 − 𝜎󸀠3, (4)

where 𝑝󸀠 and 𝑞 are the mean and deviatoric skeleton stresses,
respectively; 𝑝 is the mean total stress. 𝜎󸀠𝑖𝑗 is defined by (3)

and simply the Bishop’s equation for the “effective” stress of
unsaturated soils [27], with parameter 𝜒 being equal to the
degree of saturation 𝑆𝑟.

According to (2), Houlsby [26] proposed that the consti-
tutive behavior of unsaturated soils should be described using
stress state variables (𝜎󸀠𝑖𝑗, 𝑛𝑠𝑐), which are work conjugated to

strain variables (𝜀𝑖𝑗, 𝑆𝑟). Although this proposition is widely
introduced in modeling unsaturated soil behavior, it has
been recently criticized for choosing parameter 𝜒 as the
degree of saturation 𝑆𝑟, for example, [14, 28–30]. Based on
the equivalency of shear strength (Mohr-Coulomb’s type),
Khalili and Zargarbashi [28] performed direct experiments
to measure parameter 𝜒, confirming that 𝜒 is not equal to 𝑆𝑟
and depends upon the hydraulic history of the soil.

To reconcile the above-mentioned inconsistency and
considering the difficulty and uncertainty in measuring

parameter 𝜒, we propose herein that (1), in a general frame-
work for modeling the constitutive behavior of unsaturated
soils, the stress variables must be properly conjugated to the
strain variables; that is, a robust constitutive model must
be thermodynamically consistent, and (2) the dependence
of “effective” stress parameter on hydraulic history is con-
stitutive in nature, and the hydraulic hysteretic effect can
be simulated in a general constitutive framework. Hence,
we suggest that stress variables (𝜎󸀠𝑖𝑗, 𝑛𝑠𝑐) should be adopted

in the constitutive modeling of unsaturated soils. Because
porosity 𝑛 is practically independent of the hydraulic path
which the soil experienced, for convenience, 𝑠𝑐 instead of𝑛𝑠𝑐 will be used in describing the hydraulic history and the
effect of unsaturation. In the following, we will prove that the
effect of hydraulic history can indeed be effectively addressed
in a constitutive model, which uses (𝜎󸀠𝑖𝑗, 𝑠𝑐) as stress state

variables.

2.2. Hydraulic-History Dependence of Unsaturated Soils. One
of salient features of unsaturated soil behavior is its depen-
dence on the hydraulic history. At the same degree of
saturation, the moisture distribution in the pore space of
a soil can be different, depending upon the wetting/drying
history that the soil experienced. Figure 1 illustrates the CT
images of the moisture distributions in two limestone samples
with the same matrix and the same saturation [31]. It can be
seen that the moisture distributions in the two samples are
significantly different, and the moisture distribution is more
uniform in the sample with a wetting path than that in the
sample with a drying path. Remarkably, the nonuniformity of
moisture distribution can be induced by the hydraulic history
even in a soil with apparently homogeneous solid matrix [32].
Therefore, local heterogeneity (or local structures) can be
created in an unsaturated soil merely by its wetting/drying
history.

As a consequence, at the same saturation or matric
suction, the mechanical response of an unsaturated soil can
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be different, depending upon the wetting/drying history of
the soil. Indeed, it has been very well recognized in the
community of geophysics [36–38] that the phase velocity of
the first compression wave in a partially saturated geomaterial
depends strongly upon its hydraulic history, implying that
the stiffness of the material depends upon its wetting/drying
history. Generally, at the same saturation, a geomaterial with
a drying history is stiffer than that with a wetting history.

We suggest that the phenomenon of capillary hysteresis
in unsaturated soils can be tightly related to the local hetero-
geneity of moisture distribution (i.e., local structures). At the
same saturation, the matric suction could be different if the
moisture distribution pattern in the pore space is different.
Hence, capillary hysteresis can be viewed as a process of local
structural rearrangements related to the change of moisture
distribution in unsaturated soils.

As such, the role of a soil-water characteristic curve
(SWCC) in modeling an unsaturated soil is two-folded: on
the one hand, the SWCC describes the capillary hysteresis of
the soil during wetting/drying cycles, and, on the other hand,
it represents the effect of hydraulic history on the skeletal
deformation, if the SWCC can be properly implemented in
the stress-strain relationship of the soil.

2.3. Coupling of Dissipative Processes. In modeling the consti-
tutive behavior of unsaturated soils, two coupled irreversible
processes (or phenomena) have to be properly addressed,
namely, plastic skeletal deformation and capillary hysteresis.
Based on the internal-variable theory of plasticity, such
irreversible processes are associated with the rearrangements
of internal structures in unsaturated soils, which can be char-
acterized by a series of internal state variables (e.g., [18, 39]).
Li [25] proposed that the energy dissipation associated with
plastic deformation and capillary hysteresis in an unsaturated
soil can be expressed as

𝜁𝑖𝛿𝜉𝑖 = 𝜁𝑠𝑖 𝛿𝜉𝑠𝑖 + 𝜁𝑓𝑖 𝛿𝜉𝑓𝑖 , (5)

where 𝜉𝑖 (𝑖 = 1, 2, . . . , 𝑁) is a set of internal state variables,
used to characterize the pattern of the internal structures
in the soils; 𝜁𝑖 is the thermodynamic forces conjugated with𝜉𝑖; 𝛿𝜉𝑖 is the evolution of an internal variable. It is clear
from (5) that the total dissipation is additively decomposed

into two parts, 𝜁𝑠𝑖 𝛿𝜉𝑠𝑖 and 𝜁𝑓𝑖 𝛿𝜉𝑓𝑖 , which represent the incre-
mental dissipations in the soil skeleton and the pore fluids,
respectively. 𝛿𝜉𝛼𝑖 (𝛼 = 𝑠, 𝑓) represents the variation of the
internal variables of 𝛼-phase; 𝜁𝛼𝑖 is the thermodynamic force
conjugated with 𝜉𝛼𝑖 and is a function of state variables and
structural variation history. Both 𝜁𝛼𝑖 and 𝛿𝜉𝛼𝑖 are related to the
pattern of internal structural rearrangements.

The structural rearrangements of unsaturated soils can be
symbolically expressed as [25]

𝐻 = 𝐻(𝐻𝑠, 𝐻𝑓) , (6)

where 𝐻𝑠 and 𝐻𝑓 represent the patterns of the structural
rearrangements associated with plastic deformation in the
solid skeleton and capillary hysteresis in the pore fluid,

respectively. To account for the interaction between these two
dissipation processes, 𝐻𝑠 and𝐻𝑓 are further expressed as

𝐻𝑠 = 𝐻𝑠 [𝐻󸀠𝑠 , 𝐻󸀠󸀠𝑠 (𝐻󸀠𝑠 , 𝑠𝑐, 𝑆𝑟)] , (7a)𝐻𝑓 = 𝐻𝑓 [𝐻󸀠𝑓, 𝐻󸀠󸀠𝑓 (𝐻󸀠𝑓,𝜎󸀠, 𝜀)] , (7b)

where 𝐻󸀠𝛼 and 𝐻󸀠󸀠𝛼 (𝛼 = 𝑠, 𝑓) denote the intrinsic structural
rearrangement and its interactive counterpart of phase 𝛼,
respectively. Clearly, 𝐻󸀠󸀠𝛼 accounts for the coupling effect.

Particularly, 𝐻󸀠󸀠𝑠 (𝐻󸀠𝑠 , 𝑠𝑐, 𝑆𝑟) represents the effect of hydraulic
path on the pattern of the structural rearrangements in
the solid skeleton, which implies that the extent that the
hydraulic path influences the skeletal plastic deformation
depends upon the intrinsic structural rearrangements of the
skeleton. Similarly, 𝐻󸀠󸀠𝑓 (𝐻󸀠𝑓,𝜎󸀠, 𝜀) denotes the influence of

skeletal deformation on the dissipation related to capillary
hysteresis in fluid phase, and the extent of the influence
depends upon the intrinsic structural rearrangements, that is,
the distribution pattern of the moisture in pores, of the pore
water.

Clearly, the mechanical and water retention behaviors
can be described in a unified theoretical framework. In
this paper, an elastoplastic constitutive model of unsaturated
soils coupling skeletal deformation and capillary hysteresis is
developed based on such a framework.

2.4. Yielding and Hardening. The stress-strain relationship
is developed by generalizing the modified Cam-Clay model
[40], in which the yield function is given by

𝑓 = 𝑞2 +𝑀2𝑝󸀠 (𝑝󸀠 − 𝑝𝑐) , (8)

where 𝑀 is the slope of critical state line; 𝑝𝑐 is the precon-
solidation pressure. At full saturation, 𝑝𝑐 is a function of
plastic volumetric strain only; that is, 𝑝𝑐 = 𝑝𝑐0(𝜀𝑝V ). According
to the discussions in Section 2.3, under partially saturated
conditions, 𝑝𝑐 depends upon matric suction and the degree
of saturation as well as the plastic volumetric strain. It is
suggested herein that, in general, one can assume𝑝𝑐 = 𝑝𝑐0 (𝜀𝑝V ) ℎ (𝜀𝑝V , 𝑆𝑟, 𝑠𝑐) , (9)

where ℎ is a correction function, which accounts for the
hardening effect of unsaturation. As discussed in the previous
section, ℎ is assumed as a function of 𝑠𝑐 and 𝑆𝑟 as well as 𝜀𝑝V .

To derive an explicit expression for ℎ, one first notes that(1), when the soil is fully saturated, the effect of capillarity on
the hardening is vanishing; that is, ℎ = 1.0 when 𝑆𝑟 = 100%;(2) when the degree of saturation approaches its residual
value 𝑆irr

𝑟 , the water phase becomes discontinuous and occurs
only as meniscus water rings at interparticle contacts or as
thin film (contractile skin) surrounding the soil particles
[41, 42]. In this case, the effect of the degree of saturation on
the hardening becomes trivial, and the effect of matric suction
approaches to a stable value. In addition, with the increase of
plastic volumetric strain, the soil tends to be stiffer, and effect
of unsaturation on hardening wanes.

As discussed in Section 2.2, the hardening effect of
unsaturation depends upon the hydraulic history that
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Figure 2: Effect of hydraulic history on the moisture distribution: (a) idealized moisture distribution pattern; (b) after several wetting-drying
cycles (after Wheeler et al. (2003) [10]).

the soil experienced. To take into account such an effect,
we first take a close inspection of the microscopic pattern
of the moisture distribution in the pore space. As shown in
Figure 2 [10], at the same matric suction, the distribution
of moisture in an unsaturated soil sample can be different
due to different hydraulic histories that the soil experienced.
Figure 2(a) depicts an idealized moisture distribution pattern
with specified matric suction, while Figure 2(b) represents
the soil after certain wetting/drying cycles, at the same matric
suction. Compared to the soil depicted in Figure 2(a), the
soil shown in Figure 2(b) has higher saturation and a more
heterogeneous structure. In the latter case, some regions in
the soil are fully saturated, whereas the other regions remain
relatively dry. The pore waters in the wet regions and dry
regions influence the mechanical behavior of the soil in
different ways. Namely, the negative pore water pressure in
the wet regions contributes mainly to modification of the
skeleton stress in a way as described by (3), whereas the
pore water in the meniscus rings in the dry areas may have
a stabilizing effect at the inter-particle contacts, due to the
existence of surface tension (e.g., [16, 43]).

The stabilizing effect of meniscus water rings has two
contributions [44]: one is related to the contractile films at
interfaces between the wetting phase and nonwetting phase,
which can pull the particles together, producing a hardening
effect on the mechanical behavior; the other is due to the
additional normal force at inter-particle contacts induced
by the negative pore water pressure in the meniscus water
rings, which can decrease the possibility of slippage (plastic
strain) at the inter-particle contacts. Clearly, the stabilizing
effect of meniscus water rings has a direct influence on the
yielding and hardening of unsaturated soils. At specified
matric suction, the stabilizing effect of meniscus water rings
may become stronger when the quantity of meniscus water
rings increases. Because the quantity of meniscus water rings
can be represented by the amount of pore air, we suggest
that the hardening effect of unsaturation can be collectively

characterized by using variable (1 − 𝑆𝑟)𝑠𝑐. Remarkably, at
the specified matric suction, the value of (1 − 𝑆𝑟)𝑠𝑐 depends
uniquely upon the pattern of moisture distribution in the
pores, that is, upon the hydraulic history that the soil
experienced.

Based on the above discussions, it is proposed herein that

ℎ (𝜀𝑝V , 𝑆𝑟, 𝑠𝑐)
= 𝑟 − (𝑟 − 1) exp{−𝑚⟨1 − 𝜀𝑝V𝜀𝑝V,max

⟩ (1 − 𝑆𝑟) 𝑠𝑐(1 − 𝑆irr
𝑟 ) } ,

(10)

where 𝑟 is a parameter which truncates the effect of high
matric suction on the preconsolidation pressures, namely,𝑟 = ℎ|𝑠𝑐→∞; 𝑚 is a factor characterizing the changing rate
of preconsolidation pressure with the variation of (1 − 𝑆𝑟)𝑠𝑐;𝜀𝑝V,max is the threshold value of plastic volumetric strain at

which the effect of unsaturation becomes trivial; 𝑆irr
𝑟 is the

residual degree of saturation; ⟨⟩ is Macauley bracket, defined
as ⟨𝑥⟩ = 𝑥𝐻(𝑥), where𝐻(𝑥) is Heaviside function.

A typical relation among variables ℎ, 𝑆𝑟, and 𝑠𝑐 is schemat-
ically shown in Figure 3(a) in the three-dimensional space.
Equation (10) describes the hardening surface as a function of𝑆𝑟 and 𝑠𝑐, bounded by the dashed and solid lines representing
the drying and wetting boundaries, respectively. The projec-
tions of the hardening surface on the two-dimensional plots
are also shown in Figure 3(a), where on the 𝑆𝑟 : 𝑠𝑐 plane the
projection yields the SWCC curve with capillary hysteresis,
on the 𝑠𝑐 : ℎ plane it describes the effect of matric suction on
the hardening, and on the 𝑆𝑟 : ℎ plane it describes the effect of
saturation on the hardening. Remarkably, ℎ increases with the
decrease in saturation or increase in suction and approaches
to a certain value when 𝑆𝑟 → 0 or 𝑠𝑐 → +∞.

From the proposed hardening function, the effect of 𝑆𝑟
and 𝑠𝑐 on the preconsolidation pressure diminishes gradually
with the increasing of 𝜀𝑝V . When 𝜀𝑝V reaches the maximum𝜀𝑝V,max, the influence of 𝑆𝑟 and 𝑠𝑐 on the preconsolidation
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Figure 3: Relations among ℎ, 𝑠𝑐, and 𝑆𝑟: (a) three-dimensional view of the hardening surface; (b) projection of the hardening surface on the𝑠𝑐 : ℎ plane (data after Wheeler and Sivakumar (1995) [5]).

pressure disappears, implying that the soil is very dense and
the capillary effect can be negligible. The above character-
istics are consistent with the actual situation. The proposed
function can transit from saturated state to unsaturated state
smoothly, where both states can be described in a single
framework. In addition, it can be numerically implemented
in a straightforward way.

Figure 3(b) shows the projection of the hardening surface
on the 𝑠𝑐 : ℎ plane, revealing that at the same matric
suction the value of 𝑝𝑐 for drying is consistently smaller
than that for wetting, since at a specified matric suction
the degree of saturation for drying is larger than that for
wetting. The discrepancy diminishes when the matric suction
increases. This typical feature of unsaturated soil behavior
cannot be addressed by the existing elastoplastic constitutive
frameworks formulated in terms of LC yield surface. The
mathematical feature can be physically interpreted by con-
sidering that a lower degree of saturation implies a larger
number of contact zones between the pore fluid menisci. It
can be seen that the simulated hardening parameter ℎ agrees
very well with the experimental data for the wetting path that
are available in the literature [5].

2.5. Elastoplastic Stress-StrainRelation. Sufficient experimen-
tal results [45, 46] show that the influence of meniscus water
rings on the shear strength parameters (i.e., 𝑐󸀠 and 𝜙) is
negligible, provided that the strength line is plotted on the𝑝󸀠 : 𝑞 plane. Hence it is suggested herein that the critical
state line of unsaturated soil is the same as that of its saturated
counterpart, and the failure line is simply given by 𝑞 = 𝑀𝑝󸀠,
where 𝑀 is independent of the matric suction or the degree
of saturation.

As in the original modified Cam-Clay model, the incre-
ments of elastic volumetric strain and deviatoric strain are
defined as

𝑑𝜀𝑒V = 𝜅𝑑𝑝󸀠𝜐𝑝󸀠 , 𝑑𝜀𝑒𝑞 = 𝑑𝑞3𝐺, (11)

where 𝜅 is the slope of the unloading-reloading line on the𝜐 − ln𝑝󸀠 plane of the soil under the fully saturated condition,𝜐 is the specific volume 𝜐 = 1 + 𝑒, 𝑒 the void ratio, and 𝐺 the
shear modulus.

An associated flow rule is adopted herein: thus the plastic
potential coincides with the yield function. The incremental
plastic volumetric and deviatoric strains are given by

𝑑𝜀𝑝V = 𝑑𝜆 𝜕𝑓𝜕𝑝󸀠 , 𝑑𝜀𝑝𝑞 = 𝑑𝜆𝜕𝑓𝜕𝑞 , (12)

where 𝑑𝜆 is the plastic multiplier that can be determined
based on the consistency condition; that is,

𝑑𝑓 = 𝜕𝑓𝜕𝑝󸀠 𝑑𝑝󸀠 + 𝜕𝑓𝜕𝑞𝑑𝑞 + 𝜕𝑓𝜕𝑝𝑐 𝜕𝑝𝑐𝜕𝜀𝑝V 𝑑𝜀𝑝V . (13)

Substituting (12) into (13) and solving for 𝑑𝜆, one obtains

𝑑𝜆 = − (𝜕𝑓/𝜕𝑝󸀠) 𝑑𝑝󸀠 + (𝜕𝑓/𝜕𝑞) 𝑑𝑞(𝜕𝑓/𝜕𝑝𝑐) (𝜕𝑝𝑐/𝜕𝜀𝑝V ) (𝜕𝑓/𝜕𝑝󸀠) . (14)

The yield surface is moving with the evolution of the
internal hardening variable 𝑝𝑐, which is characterized in
terms of the double-hardening mechanism [15] in (8).
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The capillary-induced hardening is described by (10), while
the plastic volumetric strain hardening is given by

𝑝𝑐0 (𝜀𝑝V ) = 𝑝∗𝑐0 exp( 𝜐𝜀𝑝V𝜆 − 𝜅) , (15)

where 𝑝∗𝑐0 is the initial preconsolidation pressure; 𝜆 is the

slope of the normal consolidation line on the 𝜐 − ln𝑝󸀠 plane
of the soil under the fully saturated condition.

2.6. Effect of Deformation on the Soil-Water Characteristic
Curve. Whether or not the hydromechanical behavior of
an unsaturated soil can be effectively described at the con-
stitutive level depends largely on the characterization of
capillary hysteresis. To characterize the capillary hysteresis,
an advanced SWCC model, which can properly address the
soil-water characteristics of the soil experiencing arbitrarily
wetting/drying cycles, should be properly implemented into
a generalized mechanical constitutive framework [13].

Wei and Dewoolkar [18] proposed a thermodynamically
consistent model for capillary hysteresis in partially satu-
rated porous media. In this model, the capillary hysteresis
phenomenon is linked to intrinsic energy dissipation pro-
cesses, which can be characterized by the series of internal

state variables, 𝜉𝑓𝑖 , and the dissipative energy is given by𝜁𝑓𝑖 𝛿𝜉𝑓𝑖 , as in (5). By virtue of the notion of the bounding
surface plasticity, a simplified model of capillary hysteresis is
developed. Provided that the main drying-wetting boundary
curves have been experimentally determined, the model
introduces only one additional parameter to describe all types
of scanning curves (primary, secondary, and higher order)
under arbitrary hydraulic paths. This model is introduced
here to describe the soil-water characteristics.

Experimental results [33] show that in a deformable soil,
the sizes and the connectivity of pores may vary with skeletal
deformation, which in turn induces change in the soil-water
characteristics. For example, the air entry value increases with
the decrease of void ratio, and the soil-water characteristic
curve may shift upward on the 𝑆𝑟 : 𝑠𝑐 plane. To address the
effect of deformation on the soil-water characteristic curve,
one first notes that, in general, the change in the degree of
saturation has two contributions: one is the change in the
amount of pore water due to seepage or dissipation, and the
other is due to the change in the pore volume, namely,

𝑑𝑆𝑟 = 𝑑(𝑉𝑤𝑉V ) = 𝑑𝑉𝑤𝑉V − ( 𝑉𝑉V)(𝑉𝑤𝑉V )(𝑑𝑉V𝑉 ) . (16)

As the very meaning of a partial differential, the first
item of the right-hand side (r.h.s.) represents the change in
the degree of saturation under the constant-𝑉V condition,
that is, only due to the change in the amount of pore water,
while the second item describes the contribution of the
change in volumetric strain. Neglecting the effect of elastic
deformation, (16) can be cast into

𝑑𝑆𝑟 = 𝑑𝑆𝑟󵄨󵄨󵄨󵄨𝑑𝜀V=0 + 𝑆𝑟𝑛 𝑑𝜀𝑝V . (17)

According to Wei and Dewoolkar [18], the first term of
the r.h.s. can be described by

𝑑𝑆𝑟󵄨󵄨󵄨󵄨𝑑𝜀V=0 = −𝑑𝑠𝑐𝐾𝑝 (𝑠𝑐, 𝑆𝑟, 𝑛) , (18)

where 𝑛 denotes the hydraulic loading direction, and its value
assumes 1 (or −1) for drying (or wetting); 𝐾𝑝 is the negative
slope of the current soil-water characteristic curve (either
scanning or boundary), which is a function of 𝑠𝑐, 𝑆𝑟, and 𝑛,
given by

𝐾𝑝 (𝑠𝑐, 𝑆𝑟, 𝑛) = 𝐾𝑝 (𝑆𝑟, 𝑛) + 𝑐 󵄨󵄨󵄨󵄨𝑠𝑐 − 𝑠𝑐 (𝑆𝑟, 𝑛)󵄨󵄨󵄨󵄨𝑟 (𝑆𝑟) − 󵄨󵄨󵄨󵄨𝑠𝑐 − 𝑠𝑐 (𝑆𝑟, 𝑛)󵄨󵄨󵄨󵄨 , (19)

where 𝐾𝑝(𝑆𝑟, 𝑛) is the negative slope of the corresponding
main boundary, which is the main drying boundary if𝑛 = 1 or the main wetting boundary if 𝑛 = −1; 𝑐 is a
positive material parameter which is used to describe the
scanning behavior; 𝑠𝑐(𝑆𝑟, 𝑛) is the matric suction value on
the corresponding main boundary curve; that is, 𝑠𝑐(𝑆𝑟, 1) =𝜅DR(𝑆𝑟) for drying and 𝑠𝑐(𝑆𝑟, −1) = 𝜅WT(𝑆𝑟) for wetting,
where 𝜅DR(𝑆𝑟) and 𝜅WT(𝑆𝑟) describe the main drying and
wetting boundaries, respectively; 𝑟(𝑆𝑟) is the current size of
the bounding zone; that is, 𝑟(𝑆𝑟) = 𝜅DR(𝑆𝑟) − 𝜅WT(𝑆𝑟).

Although the effect of change in volumetric strain is
excluded in calculating 𝑑𝑆𝑟|𝑑𝜀V=0 (via (18)), the volumetric

deformation (or change of void ratio) may induce change in
the SWCC curve, as mentioned above. That is, function 𝐾𝑝
should depend explicitly upon the void ratio or equivalently,
the total plastic volumetric strain 𝜀𝑝V (the effect of elastic strain
is neglected).

To address this issue, we adopt the following SWCC
model by Feng and Fredlund [47] to describe the main
boundaries:

𝜅𝑘 (𝑆𝑟) = 𝑏𝑘( 1 − 𝑆𝑟𝑆𝑟 − 𝑆irr
𝑟

)1/𝑑𝑘 , 𝑘 = DR,WT, (20)

where 𝑏𝑘 and 𝑑𝑘 are the positive material parameters and
assume different values for wetting and drying. The 𝑑𝑘
parameter determines the curvature of the scanning curves,
while 𝑏𝑘 related to the air-entry value. Ignoring the influence
of the elastic volumetric strain and shear strain, 𝑏𝑘 and 𝑑𝑘
depend on the plastic volumetric strain, 𝜀𝑝V . Experimental
results [33] suggest that the skeletal deformation changes the
position of the SWCC only and leaves the shape of the curve
almost unchanged. Thus, for simplicity, we propose that𝑏𝑘 = 𝑏0𝑘 + 𝛼𝑘𝜀𝑝V , 𝑑𝑘 = 𝑑0𝑘, (21)

where 𝑏0𝑘 , 𝑑0𝑘, and 𝛼𝑘 are curving-fitting parameters, 𝑘 = DR,
WT.

Due to a lack of experimental data, it is assumed for
simplicity that parameter 𝑐 is constant, independent of the
skeletal deformation. Now, for deforming soils, (19) can be
replaced by𝐾𝑝 (𝜀𝑝V , 𝑠𝑐, 𝑆𝑟, 𝑛)

= 𝐾𝑝 (𝜀𝑝V , 𝑆𝑟, 𝑛) + 𝑐 󵄨󵄨󵄨󵄨𝑠𝑐 − 𝑠𝑐 (𝜀𝑝V , 𝑆𝑟, 𝑛)󵄨󵄨󵄨󵄨𝑟 (𝜀𝑝V , 𝑆𝑟) − 󵄨󵄨󵄨󵄨󵄨𝑠𝑐 − 𝑠𝑐 (𝜀𝑝V , 𝑆𝑟, 𝑛)󵄨󵄨󵄨󵄨󵄨 .
(22)
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Figure 4: Effect of plastic volumetric strain on soil-water characteristic curve (data after Vanapalli et al. (1999) [33]).
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Figure 5: Model prediction for wetting tests at different net stresses: (a) relation between mean net stress and specific volume; (b) soil-water
characteristic curve. It is assumed here that 𝑏0DR = 290 kPa, 𝑏0WT = 30 kPa, 𝑆irr

𝑟 = 0.3, 𝑑0DR = 𝑑0WT = 1.0, 𝛼DR = 3500 kPa, 𝛼WT = 1500 kPa,𝑟 = 6.5, 𝑚 = 0.012, and 𝜀𝑝V,max = 0.25.

As an example, Figure 4(a) illustrates the effect of the
plastic volumetric strain on the soil-water characteristic
curve. The datum points are inferred from the experimental
results in [33]. It can be seen that, while the theoretical
simulations agree reasonably well with the experimental
results, the model is capable of capturing the main features of
the SWCC of deformable soils. The effect of plastic volumetric
deformation on capillary hysteresis is schematically shown in
Figure 4(b).

2.7. Evaluation of Constitutive Parameters. The proposed
model avoids using the LC yield curve as in the traditional
framework and introduces the matric suction and degree
of saturation into the hardening function as independent
variables. The constitutive parameters can be divided into the
following three groups.

(1) Group 1: conventional constitutive parameters—𝜆, 𝜅,𝑀, and 𝐺.
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Figure 6: Influence of wetting-drying cycle on isotropic compression. It is assumed here that 𝑏0DR = 290 kPa, 𝑏0WT = 30 kPa, 𝑑0DR = 𝑑0WT = 1.0,𝑆irr
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(2) Group 2: soil-water characteristic parameters—𝑏0DR,𝑏0WT, 𝑑0DR, 𝑑0WT, 𝑆irr
𝑟 , and 𝑐.

(3) Group 3: coupling parameters—𝛼DR, 𝛼WT, 𝑟, 𝑚, and𝜀𝑝V,max.

The parameters in Group 1 can be determined in the
same way as those for the modified Cam-Clay model (e.g.,
[40]). Particularly, 𝜆 and 𝜅 are determined from the results of
isotropic compression tests, while𝑀 and𝐺 (or Poisson’s ratio
V) are obtained by performing the triaxial compression tests
on saturated soil.

The parameters in Group 2 can be determined, via a
curve-fitting procedure, by measuring the soil-water charac-
teristic curve for the soil experiencing wetting/drying cycles.

Parameters 𝑏0DR, 𝑏0WT, 𝑑0DR, 𝑑0WT, and 𝑆irr
𝑟 are determined based

on the measurement of the two boundary curves [47]. With
knowledge of the two boundary curves, 𝑐 is determined by

fitting the theoretical simulation of a primary scanning curve
with the measured one [18].

Among the parameters in Group 3, 𝑟,𝑚, and 𝜀𝑝V,max can be
determined by measuring the variation of preconsolidation
pressure with the matric suction or degree of saturation
during a drying process; parameters 𝛼DR and 𝛼WT, which
represent the influence of plastic deformation on the soil-
water characteristic curve, can be obtained by comparing
the soil-water characteristic curves under deformed and
undeformed conditions.

3. Model Performance

3.1. Wetting under Different Net Pressures. Figure 5 shows the
simulated results of the wetting tests on an unsaturated clayey
soil under constant net pressures of 10 kPa and 100 kPa (𝑞 =0 kPa), respectively. The soil sample was wetted from 𝑠𝑐 =500 kPa to 𝑠𝑐 = 10 kPa, while the net pressure remained
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Figure 7: Simulated and measured results of wetting-collapse experiments on Pearl clay: (a) stress paths adopted; (b) relation between 𝑝net

and 𝜐; (c) variation of total volumetric strain with matric suction during the wetting process D-E; (d) variation of the degree of saturation
with net pressure for Path A-B-D-E. (data after Sun et al. (2007) [34]).

constant. It can be seen from Figure 5(a) that, under small net
pressure (10 kPa), the soil exhibits only elastic swelling during
the wetting process, whereas, at high net pressure (100 kPa),
after slightly swelling in the early beginning, significant
plastic compression can occur. Figure 5(b) shows that plastic
volumetric deformation can significantly influence the soil-
water characteristics. These simulated results are consistent
with experimental observations [34].

During a wetting process, both mean skeleton stress 𝑝󸀠
and preconsolidation pressure 𝑝𝑐 will decrease, triggering
two competitive mechanisms. While the soil swells elastically
with 𝑝󸀠 decreasing due to wetting, the yield pressure also
becomes smaller and smaller. Under a small net pressure
(say 10 kPa in the present case), 𝑝󸀠 is always smaller than 𝑝𝑐
during the whole wetting process, so that only elastic swelling

deformation can occur. At high net pressure (say 100 kPa
in the present case), however, 𝑝󸀠 may reach 𝑝𝑐 during the
wetting process, resulting in plastic deformation.

3.2. Effect of Hydraulic History on Compression. The simu-
lated results of an isotropic loading-unloading compression
test on a silty clay are presented in Figure 6. At a constant
matric suction of 200 kPa, the soil was first loaded from A
(𝑝net = 10 kPa) to B (𝑝net = 100 kPa) and then unloaded to
C (𝑝net = 10 kPa); after a wetting-drying cycle C-D-E (𝑠𝑐 =200 → 10 → 200 kPa) at 𝑝net = 10 kPa, the soil was
reloaded to F (𝑝net = 300 kPa) and finally unloaded to G
(𝑝net = 10 kPa), at a constant matric suction of 200 kPa.

Figure 6(a) reveals that the yielding pressure during
isotropic compression at a given value of suction is reduced
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by a preceding wetting-drying cycle, which is consistent with
the experimental observation [48]. This phenomenon can
be largely attributed to the capillary hysteresis. As shown in
Figure 6(c), there has been a significant increase in the degree
of saturation during the wetting-drying cycle C-D-E, result-
ing in a decrease in the preconsolidation pressure. Clearly,
the proposed model can correctly predict the dependence
of the soil response on its hydraulic history during isotropic
compression under constant suction.

Figure 6(b) shows that significant irreversible compres-
sion has occurred during the wetting-drying cycle. In the
wetting phase from C to D, the stress state resides in the elastic
domain (i.e., 𝑝󸀠 < 𝑝𝑐), though both mean skeleton stress𝑝󸀠 and preconsolidation pressure 𝑝𝑐 decrease simultaneously.
In the drying phase from D to E, although both 𝑝󸀠 and𝑝𝑐 increase simultaneously, 𝑝󸀠 increases faster than 𝑝𝑐, so
that the stress state of the soil touches the yield locus when
the matric suction increases up to a certain value, resulting
in plastic deformation. Remarkably, if the effect of capillary
hysteresis is neglected, the model would have predicted that
the soil is elastically compressed to Point C again; that is, C
coincides with E.

Figure 6(d) illustrates the effect of deformation on the
soil-water characteristics. After the first loading-unloading
cycle A-B-C, the SWCC boundaries (both wetting and dry-
ing) shift rightward on the 𝑆𝑟 : 𝑠𝑐 plane, due to the plastic
compression of the soil matrix. In the wetting process from
C to D, only elastic deformation occurs, and the SWCC
boundaries remain unchanged. During the drying process
from D to E, plastic deformation occurs, and the SWCC
boundaries move rightward with the deformation until the
drying boundary crosses Point E. In the reloading process
from E to F, plastic deformation further drives the SWCC
boundaries rightward, and the SWCC boundaries remain
fixed during the unloading process from F to G. Although

Table 1: Index properties of Pearl clay [34].

Property Definition

Grain-size distribution Silt = 50%, clay = 50%

Atterberg limits LL = 49%, PI = 27%

Specific gravity 𝐺𝑠 = 2.71

further experimental justification is needed, limited exper-
imental data suggest that the above model prediction is
reasonable [34, 35].

3.3. Wetting-Induced Compression (Wetting-Collapse Test).
Sun et al. [34] have conducted isotropic compression and
wetting-collapse experiments on Pearl clay (a silty clay), the
physical properties of which are given in Table 1. In these
experiments, two stress paths (i.e., A-B-C-E and A-B-D-E)
were adopted (Figure 7(a)). Some of typical experimental
results are illustrated in Figures 7(b)–7(d). The initial water
content and void ratio of the tested soil samples are about
26% and 1.34, respectively. Due to lacking of experimental
data, the hydraulic and mechanical constitutive parameters
are determined based on the curve-fitting process and given
in Tables 2 and 3, respectively.

Along with Path A-B-C-E, the soil was first compressed
under the isotropic condition from Point A (𝑝net = 20 kPa) to
Point B (𝑝net = 98 kPa) at a constant matric suction of 147 kPa,
then wetted from Point B to the fully saturated condition
(Point C) under a constant net pressure of 98 kPa, and finally
compressed to Point E (𝑝net = 196 kPa) under fully saturated
conditions. With Path A-B-D-E, the soil was compressed
under the isotropic condition from Point A (𝑝net = 20 kPa)
to Point D (𝑝net = 196 kPa) at a constant matric suction of
147 kPa and then wetted to the fully saturated condition under
a constant net pressure of 196 kPa.

The simulations for the variation of specific volume with
net pressure are given in Figure 7(b), showing that overall
the simulations agree well with the experimental data. It is
remarkable, however, that during the loading process C-E, the
model overestimates the specific volume. Such a discrepancy
can be attributed to the following two reasons: (1) the plastic
deformation is underestimated by the model during the
wetting process B-C, and (2), when the soil approached to
full saturation at Point C (from Point B), small amount of
air was trapped in the pores, rendering the soil to be more
compressible than expected in the early beginning of the
subsequent compression process.

Figure 7(c) illustrates the variation of volumetric strain
during the wetting process from D to E. Although slight
swelling deformation is predicted in the early beginning of
the wetting process, the model simulation agrees generally
well with the measurements. Figure 7(d) depicts the variation
of saturation with net stress for Path A-B-D-E. The simulated
result deviates from the measurement at the final stage of the
wetting process D-E; that is, the calculated degree of satura-
tion at Point E is 100%, which is larger than the measured
value. Apparently, this discrepancy can be attributed to the air
entrapment, which has not been considered in the proposed
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Figure 9: Simulated and measured results of triaxial tests with stress Path A-B-E (data after Sun et al. (2007) [2]).

Table 2: Mechanical parameters of Pearl clay.

𝜆 𝜅 𝐺 (kPa) 𝑟 𝑚 𝑝∗𝑐0 𝜀𝑝𝑣,max

0.12 0.03 5000 4.5 0.035 20.15 0.25

model. In spite of this shortcoming, the model can very well
predict the trend of variation for the degree of saturation.

3.4. Suction-Controlled Triaxial Tests. Sun et al. [2] have
performed a series of suction-controlled triaxial compression
tests on Pearl clay. The stress paths adopted in these exper-
iments are illustrated in Figure 8. The experimental results
are given in Figures 9 and 10 for Path A-B-E and Path A-
B-C-D, respectively. Along with stress path A-B-E, the soil
sample was sheared from an initial isotropic state to failure
by increasing 𝑞 under 𝑝net = 196 kPa and 𝑠𝑐 = 147 kPa.
With stress Path A-B-C-D, the sample was first sheared, under𝑝net = 196 kPa and 𝑠𝑐 = 147 kPa, from Point A to Point B until
principal stress ratio𝜎1/𝜎3 reached about 2.2; then the sample
was wetted from Point B to the fully saturated condition
(Point C) under constant-𝑝net and constant-𝑞 conditions;
finally, the sample was sheared to failure from Point C by
increasing 𝑞.

The material properties adopted in the simulations are the
same as those given in Tables 1–3. Figures 9(a) and 9(b) depict
the relations among 𝜎1/𝜎3, 𝜀1, 𝜀3, and 𝜀V and the relation
between 𝜎1/𝜎3 and the degree of saturation, respectively.
For stress Path A-B-E, in the early of shearing, the model
predicts that the specimen remains in the elastic domain, as
illustrated by the initial vertical line segment in Figure 9(b)
(note that the effect of elastic volumetric strain on the degree
of saturation has been neglected). From Figure 9(a), it is clear

that although the model slightly underestimates the axial
strain and the lateral strain, overall it yields good results.

Figure 10(a) shows that the lateral strain is overestimated
in the later stage of the shearing process. In spite of this
discrepancy, the model simulations agree well with the
experimental data. From Figure 10(b), it can be seen that,
during the wetting process (from B to C), the model predicts
the full saturation at Point C, which is inconsistent with the
measurement. This discrepancy is due to the effect of air
entrapment in the experiment, which is also responsible for
the discrepancy between the predicted and measured strains
(see Figure 10(a)). To take into account the air entrapment
effect, slight improvement of the proposed model is required,
which goes beyond the scope of this paper. Remarkably, the
degree of saturation increases during the shearing process,
and this feature has been well captured by the proposed
model, as illustrated in Figures 9(b) and 10(b).

3.5. Wetting-Drying Cycle under Constant Net Pressure.
Figure 11 gives the simulated and experimental results of a
wetting-drying experiment on the Pearl clay under constant
net pressure. The experimental data are obtained from [35].
The tested sample has an initial void ratio 𝑒0 of 1.08, and it
is much denser than those samples mentioned in Sections
3.3 and 3.4 (for latter cases, 𝑒0 ≈ 1.34). During the wetting-
drying cycles, the matric suction first decreased from 196 kPa
to 2 kPa (from A󸀠 to B󸀠), then increased from about 2 to
490 kPa (from B󸀠 to C󸀠), and finally decreased from 490 to
about 2 kPa (from C󸀠 to D󸀠), while the net pressure remained
20 kPa.

The material properties used in the simulation are given
in Tables 1–3. It is noted, however, that several parameters
(namely, 𝑏DR, 𝑏WT, 𝜀𝑝V,max, and𝑝∗𝑐0 ) need to be slightly modified

in order to account for the effect of the initial density of
the sample. The new values of these parameters are 𝑏DR =220 kPa, 𝑏WT = 60 kPa, 𝜀𝑝V,max = 0.15, and 𝑝∗𝑐0 = 37.05 kPa.
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Figure 10: Simulated and measured results of triaxial tests with stress Path A-B-C-D (data after Sun et al. (2007) [2]).
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Figure 11: Response of Pearl clay under wetting-drying cycles: (a) relation between matric suction and specific volume; (b) soil-water
characteristic curve (data after Sun et al. (2006) [35]).

Figure 11(a) depicts the variation of the specific volume
with matric suction. It can be seen that the model simulation
agrees reasonably well with the experimental data. Particu-
larly, the model correctly predicts that plastic deformation
occurs during the drying process from B󸀠 to C󸀠. Figure 11(b)
illustrates that the model can very well describe the soil-
water characteristics of the unsaturated soil under deforming
conditions.

4. Conclusions

The two major dissipative mechanisms in unsaturated soils,
that is, capillary hysteresis and plastic deformation, are

discussed in this paper. The capillary hysteresis is viewed
as a phenomenon associated with the internal structural
rearrangements in unsaturated soils, which can be charac-
terized by using a set of internal state variables. As such,
both capillary hysteresis and plastic deformation are system-
atically and consistently addressed in a unified theoretical
framework. Within this context and based on the modified
Cam-Clay model, a constitutive model of unsaturated soils
is developed, which can effectively describe the coupling of
capillary hysteresis and skeletal deformation.

In the new model, a hardening function is introduced
in which both the matric suction and the degree of satura-
tion are explicitly included as hardening variables, so that
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Table 3: Hydraulic parameters of Pearl clay.

𝑏0DR (kPa) 𝑏0WT (kPa) 𝑑0DR 𝑑0WT 𝑆irr
𝑟 𝑐 (kPa) 𝛼DR (kPa) 𝛼WT (kPa)

181.15 43.35 1.2 0.8 0.2 1000 350 150

the effect of hydraulic history on the mechanical response
can be properly addressed. The soil-water characteristic curve
is introduced not only to describe the capillary hysteresis in
the unsaturated soils experiencing arbitrary wetting/drying
cycles, but also to characterize the effect of hydraulic history
on the skeletal deformation. The new model is used to
simulate the mechanical response of unsaturated soil under
various loading conditions, showing that it is capable of
capturing the main features of the unsaturated soil behavior.

The new model has a hierarchical structure, and it
can describe the stress-strain relation and the soil-water
characteristics in a coupled or uncoupled manner. When
the coupling effect of skeletal deformation and capillary
hysteresis is neglected, the new model ends up with two
major constitutive relationships for unsaturated soils, namely,
the stress-strain relationship and the soil-water characteristic
curve. Without skeletal deformation, the model describes
the soil-water characteristics only. When the soil becomes
fully saturated, the model transits smoothly into the modified
Cam-Clay model of saturated soils.
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unsaturated soils. 1: theory,” Géotechnique, vol. 57, no. 5, pp. 411–
422, 2007.

[26] G. T. Houlsby, “The work input to an unsaturated granular
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Centrifuge model tests were conducted on pile-reinforced and unreinforced cohesive soil slopes to investigate the fundamental
behavior and reinforcement mechanism. A finite element analysis model was established and confirmed to be effective in capturing
the primary behavior of pile-reinforced slopes by comparing its predictions with experimental results. Thus, a comprehensive
understanding of the stress-deformation response was obtained by combining the numerical and physical simulations. The response
of pile-reinforced slope was indicated to be significantly affected by pile spacing, pile location, restriction style of pile end,
and inclination of slope. The piles have a significant effect on the behavior of reinforced slope, and the influencing area was
described using a continuous surface, denoted asW-surface. The reinforcement mechanism was described using two basic concepts,
compression effect and shear effect, respectively, referring to the piles increasing the compression strain and decreasing the shear
strain of the slope in comparison with the unreinforced slope. The pile-soil interaction induces significant compression effect in the
inner zone near the piles; this effect is transferred to the upper part of the slope, with the shear effect becoming prominent to prevent
possible sliding of unreinforced slope.

1. Introduction

Landslides are one of the severest geologic hazards around
the world, the prevention of which is of great interest to
engineers and researchers. The stabilizing pile, an important
reinforcement structure, has been widely used to support
unstable slopes in the last few decades [1–3]. Many methods
have been proposed to form a good basis for proper design of
pile-reinforced slopes [4, 5]; however, there are a few impor-
tant issues to be clarified for the application of such piles in
slope engineering. Therefore, systematical investigations are
required on the behavior and reinforcement mechanism of
pile-reinforced slopes.

The behavior of pile-reinforced slope can be investigated
by using a diverse range of research approaches, which can
be generally divided into three categories: field observations,
model tests, and numerical analyses. Field observation is an
essential approach to obtain first-hand data of reinforced
slopes. For example, long-term monitoring was used to ana-
lyze the bending moments and displacements of the piles that

were employed for a railway embankment [2]. Nevertheless,
boundary conditions or loading conditions cannot be easily
changed in a field test, which restricts such an approach to the
study of the reinforcement mechanism.

Model tests offer a powerful approach to investigate the
behavior and failure mechanism of a reinforced slope by
efficiently considering various factors. A series of 1 g model
tests were used to investigate the behavior of a pile-stabilized
sandy slope [6, 7]. The centrifuge model tests play an impor-
tant role in such a category because they provide an accurate
simulation of the gravity stress field and the gravity-related
deformation process. Therefore, centrifuge modeling has
been widely used to study reinforced slopes with different
reinforcement structures, including piles, geomembranes,
geotextiles, and soil nails [8–13]. The measurement was finite
in the model tests due to the small size of the model and the
limitation of measurement technology; for example, the stress
state of the slope cannot be measured with sufficient accuracy.

Numerical analysis can yield comprehensive information
about the response of the slope; thus, a few different types
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of numerical methods were developed or used to study
the reinforced slopes, such as the limit equilibrium method
[14, 15], limit analysis [16], the finite-element method [17],
and other rigorous or simplified methods [18]. For example,
Won et al. compared the predictions by limit equilibrium
analysis and three-dimensional numerical analysis involving
a shear strength reduction technique for a slope-pile system
[19]. A three-dimensional numerical analysis was used to
investigate the influence of sleeving on the pile performance
in a sloping ground [20, 21]. The FLAC3D program was used
to analyze the response of piles in an embankment slope
with a translational failure mode, and the results showed
that the pile-soil relative stiffness has a significant influence
upon the piles’ failure mode [22]. Except for the algorithm,
the effectiveness of numerical analysis of reinforced slope is
also significantly affected by several aspects, such as the soil
model, the soil-structure interface model, and their param-
eters, which should be acknowledged not to be sufficiently
reliable due to the complexity of this problem.

Most previous investigations of the pile-reinforced slope
focused on the response of the slope and piles as well as on the
influence factors; from those, a few useful conclusions have
been achieved. However, the response of the pile-reinforced
slope under various types of load applications has not been
illustrated in a fully comprehensive view. Moreover, the
stabilizing mechanism—for example, why the avoidance of
failure is induced by the piles—has not yet been adequately
discovered. In other words, further study is needed to clarify
how the local pile-soil interaction affects the deformation
field of the entire slope and, therefore, increases the stability
level. In addition, the deformation trends and main influence
factors of the behavior of pile-reinforced slopes have not been
fully discovered.

Based on the understanding of the main features of the
numerical methods and model tests, an effective approach
may be to combine both of the above methods to acquire
a comprehensive description of the pile-reinforced slopes.
Therefore, the observations from the model tests can be
supplemented by a numerical method that has been verified
by the model tests. The objective of this paper is to conduct
such an attempt for the purpose of reinforcement mechanism
analysis of pile-reinforced slope, including (1) to conduct
centrifuge model tests of a cohesive soil slope using stabilizing
piles, in comparison with the unreinforced slope; (2) to
present a numerical scheme of the pile-reinforced slope and
to confirm its effectiveness by simulating the centrifuge tests;
(3) to analyze the behavior of the reinforced slope by using
the test observations and numerical analysis; (4) to describe
the reinforcement mechanism; and (5) to discuss the main
factors that influence the behavior of reinforced slopes.

2. Centrifuge Model Tests

The centrifuge model tests were conducted using the 50 g ton
geotechnical centrifuge at Tsinghua University.

2.1. Model. The soil of the slope model was retrieved directly
from the soil mountain of the Beijing Olympic Forest Park.

The average grain size of the soil is 0.03 mm, and the plastic
limit and liquid limit are 5% and 18%, respectively.

Figure 1 shows the photographic and schematic views
of the model slope, reinforced using stabilizing piles. The
unreinforced slope is identical except for removal of the piles.
The model container for the tests, made of aluminum alloy, is
50 cm long, 20 cm wide, and 35 cm high. A transparent Lucite
window was installed in one container side to observe the
deformation process of the soil.

The soil was compacted into the container by a 6-cm-
thickness layer, with a dry density and water content of

1.4 g/cm3 and 16%, respectively. The slope was obtained by
removing the redundant soil, with an inclination of 1.5 : 1
and height of 25 cm. A 6 cm high horizontal soil layer under
the slope was set to diminish the influence of the bottom
container. In addition, silicone oil was painted on both sides
of the container to decrease the friction on the slope.

A hollow square pipe, made of steel with an elastic modu-
lus of 210 GPa, was used to simulate the stabilizing pile of the
reinforced slope. The pipe was 1.4 cm along the side length of
the section, with a wall thickness of 1.5 mm. This is equivalent
to a prototype pile with a side length of 0.7 m at 50 g-level.
These piles were inserted in the slope, without special fixation,
at a single row 10 cm apart and 6 cm far away from the slope
toe. Half-section piles were used near both container sides to
approximate the plane-strain condition (Figure 1(c)).

2.2.Measurements. An image-record and displacement mea-
surement system was used to record the images of soil during
the centrifuge tests [23], which are used to determine the
displacement history of an arbitrary point of soil, without
disturbing the soil itself, by an image-correlation-analysis
algorithm [24]. The effectiveness of this measurement system
was realized by embedding white particles laterally in the soil
(Figure 1(a)). The measurement accuracy can reach 0.02 mm
based on the model dimension for the centrifuge tests in this
paper. In addition, a few patterns with significant grey differ-
ence were affixed onto the pile to obtain displacement history
of the pile on the basis of image analysis. The area within the
dotted line was used for displacement measurements owing
to the requirement of the measurement system (Figure 1(b));
the main deformation zone can be covered. Cartesian coor-
dinates were established with the origin as the intersection
between the slope bottom and inner sidewall of the pile;
positive directions were specified (Figures 1(b) and 1(c)).

Four pairs of strain gauges were attached to the inner
walls of the middle pile to measure the strain distribution
along the shaft (Figure 1(b)). They can be used to derive the
bending moment and axial load of the pile.

2.3. Test Procedure. The model slope was installed on the cen-
trifuge machine, and increasing centrifugal acceleration was
applied at steps of 5 g. Each acceleration step was maintained
for several minutes until the deformation of the slope became
stable. This process was terminated at 50 g-level when the
unreinforced slope exhibited significant failure.

2.4. Observations. It should be noted that all of the results
are based on the model dimension in this paper. Figure 2
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shows the horizontal displacement distribution of the
pile-reinforced and unreinforced slopes at 50 g-level; the
borders in the figures were designated as the dotted area
in Figure 1(b), but these do not correspond to the actual
slope borders. It can be seen that a significant landslide
occurred in the unreinforced slope when the centrifuge
acceleration reached 50 g (Figure 2(a)): there was significant
concentration of deformation so that the slide body
can be easily distinguished from the base body via the
contour lines. On the other hand, the reinforced slope only
exhibited significant deformation due to the increase of

centrifugal acceleration; a landslide was avoided at 50 g-level
(Figure 2(b)). This indicated that the piles significantly
increased the stability level of the slope. Moreover, the
deformation of the reinforced slope was significantly smaller
than that of the unreinforced slope, demonstrating that the
piles had a significant effect on the deformation of the slope.

3. Numerical Analysis

3.1. Analysis Model. A three-dimensional finite element
method was used to simulate the pile-reinforced slope under
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the condition of the centrifuge model test based on geotech-
nical stress-strain FEM software, termed TOSS3D, that has
been widely used for embankments in China [25]. A new
iterative routine was developed to simulate the successive
increase of centrifugal acceleration in the software. The
explicit increment scheme was used in the nonlinear static
FE analysis. A substep was divided into several subincrements
to simulate the nonlinear loading. An iterative algorithm was
employed to obtain the stress-strain states of the slope within
a subincrement, with a trial algorithm used to judge loading
states of the geomaterials and contact states of the interface.

A three-dimensional FE mesh was established with
accurate simulation of the slope model for centrifuge tests
(Figure 3). The soil was described using hexahedron elements
with eight nodes. The soil was described using an elastoplas-
ticity model that can reasonably capture the dilatancy behav-
ior of the soil [25]. The model parameters were determined
from triaxial compression tests and adjusted slightly in the
numerical analysis for a better fit to the test observations.
The parameters and their values are listed in Table 1 and their
definitions could be referred to [25]. It should be noted that
the cohesion strength parameter, c, was a bit greater than the
empirical. This may be partially because the boundary effect
on the model slope in the centrifuge model tests was con-
sidered by the strength parameters of the soil. The interface
elements were set between the pile and neighboring soil and
between the container sides and neighboring soil. The inter-
face was described using an elastoplasticity damage model,
which provides a unified description of monotonic and cyclic
behavior, including volumetric behavior [26]. This model was
used for many soil-structure systems, such as high concrete-
faced rockfill dams [27]. The model parameters were deter-
mined by a series of shear tests under constant normal stress
conditions. The parameters and their values are listed in
Table 2 and their definitions could be referred to [26]. The
pile was described using a linear elastic model, with elastic
modulus of 210 GPa and Poisson’s ratio of 0.3. A soft element
set on the pile end to realize the movement of pile. Moreover,
another case, with the pile located in the upper slope, as
shown in Figure 1(b), was also considered in the mesh. The
boundaries of the model slope were all fixed (Figure 3). The
mesh was finally obtained according to the symmetry of this
problem, involving 8448 nodes and 7140 elements in total.

3.2. Verification. The numerical predictions of displacement
response of the reinforced slope were compared with the
measurements of the centrifuge model test to verify the
effectiveness of the numerical analysis.

Figure 4 shows a comparison of test results and numerical
predictions of the contours of displacement of the reinforced
slope at 50 g-level. It can be seen that the predicted curve
showed a good fit to the test result; this demonstrates that the
numerical method provides a reasonable description of the
overall performance of the slope. Close comparisons of dis-
placement distribution between the test results and numerical
predictions were made on several vertical sections (Figure 5).
The horizontal and vertical displacements exhibited the
maximum at the middle and top of the slope, respectively.
These comparisons showed that the numerical prediction

Table 1: Model parameters of the elastoplasticity model for soil.
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Figure 3: Mesh and boundary of the slope for numerical analysis.

curves were in satisfactory agreement with the test results
at different locations. In addition, the vertical displacement
histories of a typical point of the slope indicated that the
vertical displacement increased with increasing centrifugal
acceleration (Figure 6), and the numerical prediction showed
a good fit to the test observation.

The response of the pile was also used for the comparison
of numerical analysis and test results (Figure 7); a satisfactory
fit can be found. It should be noted that we used the difference
between the vertical strains obtained from the strain gauges
on the left and right sides of the pile to consider the bending
behavior (Figure 7(b)); this difference exhibited the maxi-
mum at the middle part.

According to the comparison results, it can be concluded
that the numerical analysis is effective in capturing the pri-
mary behavior of a pile-reinforced slope. The numerical
results can be further used to analyze the stress response of
the reinforced slope, which is important for understanding
the reinforcement behavior but difficult to be measured in
the centrifuge model tests. Thus, a comprehensive stress-
deformation response can be obtained by combining the
numerical and physical simulations.

4. Stress-Deformation Behavior

The numerical results have shown that the stress-displace-
ment response of the reinforced slope is approximated for
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Table 2: EPDI model parameters of the interface.
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Figure 4: Displacement distribution comparison of numerical analysis and test results (unit: mm).

different sections, whether the piles pass through or not if the
pile space is not large, as for most practical cases. Therefore,
the behavior of the pile-reinforced slope was analyzed based
mainly on the stress-displacement distribution of the lateral
side of the slope that the pile passed through, so that the
measurement results of the centrifuge model test can be
combined with the predictions of numerical analysis.

The stress distribution of the slope was illustrated using
numerical analysis at 50 g-level (Figure 8); there was signif-
icant stress concentration near the piles. This demonstrated
that the piles had a significant effect on the stress state of the
neighboring slope, as did the displacement measured by the
tests (Figure 2). Figure 9 shows the stress histories of a typical
point on the slope. The magnitude of stress increased with
increasing centrifugal acceleration; similar rules can be found
in the displacement histories (Figure 6). It can be concluded
that the stress-deformation response at 50 g-level can be used
as a representative time for further analysis.

4.1. Significant Influence Surface. The piles have a more sig-
nificant influence on the horizontal displacement of the slope
than on the vertical displacement, according to the com-
parison of reinforced and unreinforced slopes. Thus, the
distributions of horizontal displacement at horizontal lines
of five altitudes were carefully analyzed by comparing the
reinforced and unreinforced slopes, covering the overall slope
from top to bottom (Figure 10).

A close examination of displacement distribution at a
horizontal line, z = 7.1 cm, showed a significant dif-
ference between the reinforced and unreinforced slopes

(Figure 10(d)). For the pile-reinforced slope, an evident
inflection occurred near the pile. On the left side of the inflec-
tion, the horizontal displacement increased significantly from
the inner slope area to the piles, whereas this rate of increase
became relatively small on the right side. On the other
hand, for the unreinforced slope, the horizontal displacement
increased from the inner slope at an approximately constant
rate near the piles. It can be concluded that the piles
significantly changed the displacement distribution of the
slope at a certain area near the piles, and this inflection can
be regarded as a boundary point to indicate that the piles
significantly affected the deformation.

The inflections can be found in the displacement distribu-
tion curves of the reinforced slope at all altitudes (Figure 10),
including the area above the piles (Figures 10(a)–10(c)).
Therefore, a continuous surface was obtained by connecting
these inflections using a curve, as shown in Figure 10 by the
dotted line, denoted as the W-surface in this paper. The hor-
izontal displacement of the pile-reinforced slope exhibited
different distribution rules on different sides of theW-surface.

Similar to the horizontal displacement, the horizontal
stress can also be used to reflect the effect of the piles on
the slope. Figure 11 shows the horizontal stress distributions
on horizontal lines at two typical altitudes, located near and
above the piles, with the position of the W-surface being
determined from the displacement distribution. It can be
seen that the stress distribution curve exhibited a significant
change near the W-surface. This demonstrated that the W-
surface outlines the area where the piles have a significant
effect on the slope, including the displacement and stress
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response. Thus, the W-surface can be used as an important
index to describe the influence of piles on stress-deformation
behavior of the reinforced slope.

4.2. Division of Zones. According to the W-surface, the rein-
forced slope behind the piles can be divided into two zones:
one is where the slope is significantly affected by the piles,
while the other is where the slope is insignificantly affected.
The former was further examined by using the horizontal
stress distribution of the slope at different vertical sections
(Figure 12). The horizontal stress decreased with increasing
altitude from the slope bottom; however, there was a
significant inflection in the upper part of the slope. From this
inflection, the change trend of the stress noticeably altered.
It can be concluded that the stress states of the slope were

significantly different on the different sides of the inflection,
and the reason can be attributed to the effect of the piles.

Thus, another continuous surface was yielded by connect-
ing these inflections using a curve, as the dotted line showed
in Figure 12. This surface, denoted as the L-surface in this
paper, indicates the boundary where the effect of the piles
exhibited different features on different sides. Accordingly,
the slope can be divided into three zones behind the piles
according to these two surfaces (Figure 13).

The stress-deformation behavior exhibited different fea-
tures in different zones. Zone A is the area at the left side of
the W-surface, far from the piles. Thus, the piles had a small
effect on this zone. For example, the horizontal displacement
of the reinforced slope showed a similar distribution to the
unreinforced slope in zone A. Zone B is above the L-surface
and has a free surface. The change of deformation of the slope
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Figure 9: Stress history of a typical point by numerical analysis. g:
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became flat in this zone; this demonstrated that the piles
significantly restricted the deformation. Zone C is at the right
side of the W-surface and directly contacts the piles. The piles
significantly reduced the horizontal displacement of the soil
in this zone; thus, the displacement distribution showed a flat
curve. Moreover, the horizontal stress exhibited a significant
change with increasing distance from the piles. This demon-
strated that the piles induced significant compression effect
in this zone.

5. Reinforcement Mechanism

The strain of a soil element within the slope was introduced
to analyze the pile-reinforcement mechanism of the slope
by comparing the reinforced and unreinforced slopes. This
strain can be determined using the measured displacement
of the centrifuge model tests because the measurement may
be more reliable than the numerical result, especially at the
failure state of the unreinforced slope. A two-dimensional,
four-node square isoparametric element, 1 cm long, was used
for strain analysis. The strain at the center was thought to be
the one of this element that was assumed to be uniform within
the element.

The deformation of soil can be divided into two indepen-
dent components owing to shear and compression applica-
tions. This implies that shear and compression play different
roles in the deformation and failure of a slope. For example,
the formation of a slip surface may significantly depend on
the increase in shear strain, whereas a tensional crack, which
commonly occurs at the top of a slope, is induced mainly by
a decrease in compression strain. It can be concluded that
the piles significantly changed the strain state of the slope
and thus increased the stability level of the slope. Therefore,
the pile-reinforcement mechanism can be analyzed using the
effects of the piles on the shear and compression strains.
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Figure 10: Horizontal displacement distributions on horizontal
sections at 50 g-level by test observation. u: horizontal displacement;
D: pile diameter.

The deformation due to shear was indicated by the slope-
direction shear strain. The horizontal compression strain
was used to indicate the deformation due to compression.
Figure 14 shows the strain histories of typical elements in
the three zones (positions are shown in Figure 13); the ele-
ments of the unreinforced slope, corresponding to those in
the reinforced slope, are also presented for comparison. It
should be noted that the horizontal compression strains of
these elements were all negative, indicating dilation in the
horizontal direction.

In zone B, the shear strain of a typical element in the unre-
inforced slope increased rapidly with increasing centrifugal
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acceleration (Figure 14(b)). This strain reached a significant
magnitude at 50 g-level when the landslide, just across this
element, occurred. However, the shear strain increased at
a smaller rate and reached a lower level far from failure if
the piles were used. Thus, a basic concept, shear effect, was
introduced to describe that shear strain was decreased due
to the effect of the piles. In other words, a significant shear
effect of piles in zone B arrested the formation of a slip surface.
Accordingly, the horizontal compression strain increased due
to the piles, which was described using another basic concept,
compression effect. There was also significant compression

effect of piles in zone B; however, it can be concluded that the
shear effect was primary.

The history of the compression strain showed that this
strain in the reinforced slope was significantly larger than
that of the unreinforced one; this demonstrated that there was
significant compression effect of piles in zone C (Figure 14(c)).
Closer examination showed that the compression effect was
more significant than the shear effect, though the shear effect
of the piles was also distinct.

The compression and shear strains both exhibited minor
differences in zone A for the reinforced and unreinforced
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slopes (Figure 14(a)); this indicated that both the shear effect
and compression effect were negligible in this zone.

Figure 15 shows the earth pressure on the inner side of
the pile, obtained by numerical analysis. The earth pressure
decreased with increasing altitude, similar to a distribution of
earth pressure for a retaining wall. Combined with the strain
analysis results at the overall slope level, the reinforcement
mechanism can be demonstrated using the shear effect and
compression effect of piles, which were of different levels
in different zones, as follows: the pile and neighboring soil
exhibited a significant interaction due to loading. This inter-
action was transferred to the adjacent zone and induced
a significant compression effect (zone C). This compression
effect transferred upwards and caused a prominent shear effect
(zone B), arresting the possible sliding and increasing the
stability level of the slope.

6. Influence Factors

The numerical analysis was used to compute different cases to
discuss the influence factors of the behavior of pile-reinforced
slopes by altering several factors based on the centrifuge test
condition, including pile spacing, pile location, restriction
style of pile end, and inclination of slope. According to
previous analysis, the horizontal displacement of the lateral
side of the slope that the piles pass across is used as the
characteristic index to illustrate the effect of these factors.

6.1. Pile Spacing. The pile spacing was reduced to 3D (pile
diameter) from approximately 7D of the test condition.
Figure 16 compares the horizontal displacements according

to the different pile spacings, both obtained from numerical
analysis, to discuss the influence rules. The horizontal dis-
placement of the slope exhibited a small decrease when the
pile spacing was reduced; such a difference decreased with
increasing distance from the piles. The fundamental rules
of horizontal displacement were consistent for different pile
spacings.

6.2. Location of Pile. The piles were moved upwards several
centimeters in the comparison case, as described using the
dashed line in Figure 1(b). The horizontal displacements
according to new and original locations of piles were obtained
from numerical analysis (Figure 17). The horizontal displace-
ment of the slope exhibited a significant decrease near the
piles if the pile was located at an upper position, which
may be partly attributed to the new location of piles being
farther from the free surface of the slope. The difference
decreased with increasing distance from the slope surface and
can be ignored at the section passing by the slope shoulder
(Figure 17(c)). It can be derived that the distributions of
horizontal displacement of the pile-reinforced slope were
consistent for different pile locations.

6.3. Restriction Style of Pile End. The pile ends were all fixed
on the container to prevent the relative movement between
the piles and the container bottom, different from the test
condition that the piles may move along the container
bottom. Figure 18 compares the horizontal displacements
according to the different restriction styles, both obtained
from numerical analysis. The horizontal displacement of
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Figure 17: Influence of positions of the pile by numerical analysis. D: pile diameter; u: horizontal displacement.

the slope significantly decreased, especially near the piles,
when the pile ends were fixed. Overall, the fundamental
rules of horizontal displacement of pile-reinforced slope can
be found to be consistent regardless whether the restriction
style of pile end was altered.

6.4. Inclination of Slope. The inclination of the slope was
changed to 1 : 1 from the original 1.5 : 1 in the test condition,

and the relative location of piles was maintained as in the
original scheme. The horizontal displacements according
to the different inclinations of slopes were yielded from
numerical analysis (Figure 19). The horizontal displacement
of the slope exhibited an evident decrease due to the decrease
of inclination of slope. However, the distribution rules of
horizontal displacement were consistent for the different
inclinations of slope.
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6.5. Summary. Based on the numerical analysis, it can be
concluded that the behavior of the pile-reinforced slopes
was similar for the different factors considered in this paper.
As discussed in above texts, the two boundary surfaces, W-
surface and L-surface, can be used as important indicators
of the behavior of reinforced slope. Therefore, these surfaces

were summarized corresponding to different factors accord-
ing to the results from numerical analysis (Figure 20). It can
be seen that both of the surfaces can be described using a
definite format, though their positions and curvatures were
affected by different factors. Thus, it is believed that the
fundamental rules and reinforcement mechanism, derived in
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this paper, may be suitable for most practical pile-reinforced
slopes.

7. Conclusions

The pile-reinforcement behavior of cohesive soil slope was
investigated using numerical analysis and centrifuge model
tests. The behavior and reinforcement mechanism of the
pile-reinforced slope were obtained by considering different
influence factors. The main conclusions are as follows.

(1) The piles arrested a landslide that occurred in an
unreinforced slope, thus, significantly increasing the
stability level of the slope.

(2) A numerical model was established and confirmed
to be effective in capturing primary behavior of the
pile-reinforced slope. Thus, a comprehensive under-
standing of stress-deformation response can be
achieved by combining the numerical and physical
simulations.
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(3) The piles have a significant effect on the behavior of
reinforced slope; the boundary of the influenced area
can be described using a continuous surface.

(4) The pile-reinforcement mechanism can be described
using two basic concepts: compression effect and shear
effect, which, respectively, refer to the piles increasing
the compression strain and decreasing the shear strain
in comparison with unreinforced slope. The pile-soil
interaction induces significant compression effect in
the inner zone near the piles; this effect is transferred
to the upper part of the slope, with the shear effect
becoming prominent. As a result, possible sliding is
prevented; the stability level of the slope is accordingly
increased.

(5) The response of pile-reinforced slope was significantly
affected by several factors such as pile spacing, pile
location, restriction style of pile end, and inclination
of slope; however, the behavior and reinforcement
mechanism are consistent for the different factors
considered in this paper.
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This paper presents a new numerical approach for computing the internal force and displacement of portal double-row piles used
to stabilize potential landslide. First, the new differential equations governing the mechanical behaviour of the stabilizing pile
are formulated and the boundary conditions are mathematically specified. Then, the problem is numerically solved by the high-
accuracy Runge-Kutta finite difference method. A program package has been developed in MATLAB depending on the proposed
algorithm. Illustrative examples are presented to demonstrate the validity of the developed program. In short, the proposed
approach is a practical new idea for analyzing the portal double-row stabilizing pile as a useful supplement to traditional methods
such as FEM.

1. Introduction

Double-row stabilizing piles have been widely used in
slope reinforcement engineering and treatment of landslide
geological disasters, which have some advantages such as
larger rigidity, less displacement in the top of the piles,
and large resisting force. Existing methods for the analysis
of double-row stabilizing piles can be generally classified
into the following two categories [1–6]: (1) coupled method
(continuum analysis) that simultaneously solves pile response
and slope stability [7]; (3) uncoupled method which deals
with pile and slope separately. In the uncoupled method,
pile-soil interaction is commonly represented by equivalent
Winkler or p-y springs [8–13].

As for coupled method, the finite element method is cer-
tainly the most comprehensive approach to study pile-slope
stability. However, its use generally requires high numerical
costs and accurate measurements of material properties. This
makes the use of this method rather unattractive for practical
applications [6].

To date, in practical engineering applications, the uncou-
pled method is the most widely used approach to design the
double-row reinforcing piles to increase slope stability due to

its simplicity of use. First, the lateral force acting on the pile
segment above the slip surface due to soil movement is eval-
uated usually by the limit equilibrium method. Second, the
response of the double-row pile subjected to lateral loading
is analysed by FEM modeling it as a beam resting on linear
or nonlinear soil/rock spring supports. The FEM modeling is
reasonably accurate but complicated and time consuming.

In this paper, a new uncoupled method to compute the
response of portal double-row piles subjected to lateral earth
pressure loading based on new boundary value problem
approach is introduced. First, the new governing differential
equations including six variables (three internal forces and
three displacements) are formulated and the boundary con-
dition is specified. Second, the high-accuracy Runge-Kutta
differential method is used to solve the corresponding system
of differential equations to obtain the pile’s internal forces
and displacements. A program for pile response analysis and
graphics edit is developed. At last, the program was verified
against the FEM analysis results in terms of pile deflection,
bending moment, and shear force along the length of the pile.

The objective of this study is to provide an alternative
method for the design of portal double-row pile used for slope
stabilization or earth retaining.
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Figure 1: The uncoupled analysis model for the double-row portal
stabilizing piles.

2. Derivation of Governing
Differential Equations

In order to solve the complicated engineering problem of
the response of double-row stabilizing pile under laterally
loading by using accurately mathematical model, we often
need to define its boundary value problem which involves the
governing differential equations and corresponding bound-
ary conditions. Then, closed-form or numerical solutions
for the engineering problem can be obtained by many
appropriate mathematical methods.

Under the scheme of uncoupled analysis of the pile (as
shown in Figure 1), the new governing differential equations
for stabilizing piles embedded in slope will be developed
in the following according to the general principles of solid
and structural mechanics including static force equilibrium,
deformation compatibility, and constitutive relationship.

2.1.The Loading Condition. Below the slip surface, the sliding
bed is assumed to be stable and cannot move. Before the
active force induced by the sliding mass act upon the pile
segment above the slip surface, the earth pressure acting at
the front and back sides of the pile segment below the slip
surface is in equilibrium. So it can be neglected. Only the
active force induced by the movement of the sliding mass
is considered in the calculation model, which are loaded on
the pile segment above the slip surface. Their distribution
along the pile shaft can be assumed as uniform, triangular,
trapezoidal, and rectangular profiles. Then, the reaction force
acting at the pile segment below the slip surface is calculated.
These active forces and reaction forces considered are in
equilibrium [14].

2.2. The Soil-Pile Interaction Model. Due to its simplicity
and reasonable accuracy, the Winkler foundation model is

adopted in current analysis to describe the pile-soil inter-
action behavior. The Winkler method assumed that the
substratum is composed of independent horizontal springs.
Under the Winkler hypothesis, the soil reaction pressures (𝑝)
acting on the pile can be modeled by discrete independent
linear or nonlinear springs in the form of the following
equation:

𝑝 = 𝑘 ⋅ 𝑤, (1)

where 𝑘 is the spring constant, also called the modulus of hor-

izontal subgrade reaction (it has a unit of force/length3). The
main difference between the different Winkler foundation
models available is in the selection of the foundation stiffness
coefficients. 𝑝 is the horizontal soil reaction pressure (it has

a unit of force/length2). 𝑤 is the horizontal displacement (it
has a unit of length).

2.3. The New Equilibrium Differential Equations. Let us con-
sider an isolated free portion of pile, as shown in Figure 2,
having a infinitesimal length of 𝑑𝑠 and acted upon by external
distributed normal load 𝑞𝑛 and tangential load 𝑞𝜏. The free
segment can be imagined to be cut out of the pile, and the
internal forces (𝑀,𝑁,𝑄) in the original pile may become
external forces on the isolated free portion.

Figure 2 also shows the coordinate system used in this
paper for introducing the governing equations.

We adopt sign conventions so that the six variables as
shown in Figure 2 are positive. The sign convention adopted
for forces is that positive sign indicates tensile axial force𝑁, the positive shearing force 𝑄 should be directed so that
they will tend to rotate the element counterclockwise, and
the positive bending moment 𝑀 will tend to make the
element concave leftward. The sign convention adopted for
displacements is that the positive normal displacement V
points outward normal, the positive tangential displacement𝑢 points right when facing outward normal, and the positive𝜑 is counterclockwise. The lateral pressure 𝑞𝑛 is considered
positive when applied from left to right. The lateral pressure𝑞𝜏 is considered positive when applied from up to down.

Thus, considering the equilibrium of the above infinitesi-
mal pile segment, as it bends under the action of the applied
loads (shown in Figure 2), we arrive at two force equilibrium
equations in the directions of 𝑢 and V and one moment
equilibrium equation:

(𝑁 + 𝑑𝑁𝑑𝑠 𝑑𝑠) − 𝑁 − 𝑞𝜏𝑑𝑠 − 𝑘𝑠𝐻𝑢𝐷𝑑𝑠 = 0,
(𝑄 + 𝑑𝑄𝑑𝑠 𝑑𝑠) − 𝑄 − 𝑞𝑛𝑑𝑠 − 𝑘𝑛𝐻V𝑏𝑑𝑠 = 0,

(𝑀 + 𝑑𝑀𝑑𝑠 𝑑𝑠) −𝑀 + (𝑄 + 𝑑𝑄𝑑𝑠 𝑑𝑠) 𝑑𝑠2 + 𝑄𝑑𝑠2 = 0.
(2)

Simplifying the above equations and neglecting the
higher-order term and the term with the square of the
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Figure 2: The free-body diagram of infinitesimal isolated segment
of pile.

differential, the equilibrium equations now take the following
forms:

𝑑𝑁𝑑𝑠 = 𝑘𝑠𝐻𝐷𝑢 + 𝑞𝜏,𝑑𝑄𝑑𝑠 = 𝑘𝑛𝐻𝑏V + 𝑞𝑛,𝑑𝑀𝑑𝑠 = −𝑄,
(3)

where 𝐻 = { 1, contact,
0, noncontact, the “one” indicates that Winkler

reaction force exists and the “zero” indicates that Winkler
reaction force does not exist. 𝑆 is the position coordinate;𝐷 is perimeter of the cross-section. 𝑏 is the width of the
cross-section, 𝑘𝑠 is the Winkler modulus of vertical subgrade
reaction, and 𝑘𝑛 is the Winkler modulus of horizontal
subgrade reaction.

For the sake of convenience of formula deducing, let

𝑋 = [[
𝑁𝑄𝑀]] ; 𝑍 = [[

𝑢
V𝜑]] ; 𝑃 = [[

𝑞𝜏𝑞𝑛0 ]] . (4)

The set of equations of equilibrium (3) can be rewritten in
the following matrix form:

𝑑𝑋𝑑𝑠 = 𝐵 ⋅ 𝑋 + 𝐿 ⋅ 𝑍 + 𝑃, (5)

where 𝐵 = [ 0 0 00 0 0
0 −1 0

]; 𝐿 = [ 𝑘𝑠𝐻𝐷 0 0
0 𝑘𝑛𝐻𝑏 0
0 0 0

].

2.4. Geometric and Constitutive Equations. When the defor-
mation (𝑑𝑢, 𝑑V, 𝑑𝜑) of the differential element (shown
in Figure 2) induced by the internal forces (𝑁,𝑄,𝑀) is
considered given, the corresponding strains can be expressed
as

𝑑𝑈𝑑𝑠 = (𝑑𝑢𝑑𝑠 , 𝑑V𝑑𝑠 , 𝑑𝜑𝑑𝑠 ) . (6)

According to the related theory of elastic beam, the internal
forces (𝑁,𝑄,𝑀) can be related to strains as in the following
linear constitutive equation:

𝑑𝑈𝑑𝑠 =
[[[[[[[[[

𝑑𝑢𝑑𝑠𝑑V𝑑𝑠𝑑𝜑𝑑𝑠

]]]]]]]]]
= [[[[[[[[

1𝐸𝐴 0 0
0 𝛼𝐺𝐴 0
0 0 1𝐸𝐼

]]]]]]]]
⋅ [[
𝑁𝑄𝑀]] , (7)

where 𝛼 is the constant related to the shape of pile cross-
section (𝛼 = 6/5 for rectangular cross-section; 𝛼 = 10/9 for
circular cross-section);𝐴 is the cross-sectional area; 𝐸𝐼 is the
flexural rigidity of the pile’s cross-section.

Considering the deformation, 𝑑𝑈 can be decomposed
into two parts. One part is the 𝑑𝑍 induced by the displace-
ment on its direction and another part is the projection of
other displacement onto this direction which takes the form𝐵𝑍𝑑𝑠, where 𝐵 is the a undetermined third-order square

matrix. Then, the deformation 𝑑𝑈 can be expressed as

𝑑𝑈 = 𝑑𝑍 + 𝐵𝑍𝑑𝑠. (8)

Applying the principle of virtual work to the isolated dif-

ferential element of pile (shown in Figure 2), 𝐵 can be
determined. We suppose that each point of the body is
given an infinitesimal virtual displacement 𝛿𝑍 satisfying
displacement boundary conditions where prescribed. The
virtual deformation associated with the infinitesimal virtual
displacement is 𝛿𝑈. The virtual work of the external surface

forces is −∫𝑃𝑇(𝛿𝑍)𝑑𝑠, where 𝑃 = 𝑃 + 𝐿𝑍. The virtual

work of the internal forces is ∫𝑋𝑇𝑑(𝛿𝑈). By equating the

external work to the internal work, we have −∫𝑃𝑇(𝛿𝑍)𝑑𝑠 =∫𝑋𝑇𝑑(𝛿𝑈). Substituting (5) and (8) into the above equation

and simplifying yields ∫𝑋𝑇(𝐵𝑇 − 𝐵)𝛿𝑍𝑑𝑠 = 0. Since this
equation is satisfied for arbitrary 𝛿𝑍, the terms in the brackets
in the integral must vanish at every point which means that
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𝐵 = 𝐵𝑇. At last, we develop the following geometric and
constitutive equations: 𝑑𝑢𝑑𝑠 = 𝑁𝐸𝐴,𝑑V𝑑𝑠 = 𝛼𝑄𝐺𝐴 + 𝜑,

𝑑𝜑𝑑𝑠 = 𝑀𝐸𝐼 .
(9)

2.5. Matrix Form of the Governing Equations. For the sake
of convenience of problem solving, combining the three
equilibrium differential equations (3) and the three geometric
and constitutive equations (9) leads to a system of six
equations: 𝑑𝑁𝑑𝑠 = 𝑘𝑠𝐻𝐷𝑢 + 𝑞𝜏,𝑑𝑄𝑑𝑠 = 𝑘𝑛𝐻𝑏V + 𝑞𝑛,𝑑𝑀𝑑𝑠 = −𝑄,

𝑑𝑢𝑑𝑠 = 𝑁𝐸𝐴,𝑑V𝑑𝑠 = 𝛼𝑄𝐺𝐴 + 𝜑,
𝑑𝜑𝑑𝑠 = 𝑀𝐸𝐽 .

(10)

Let 𝐾 =

[[[[[[[[[[[[[[[[[[[

0 0 0 𝐻𝑘𝑠𝐷 0 00 0 0 0 𝐻𝑘𝑛𝑏 0
0 −1 0 0 0 01𝐸𝐴 0 0 0 0 0
0 𝛼𝐺𝐴 0 0 0 1
0 0 1𝐸𝐼 0 0 0

]]]]]]]]]]]]]]]]]]]

,

𝑋 = {𝑁 𝑄 𝑀 𝑢 V 𝜑}𝑇,
𝑝 = {𝑞𝜏 𝑞𝑛 0 0 0 0}𝑇.

(11)

Then, we can use matrix notation to present the above
equations (10) in the form:𝑑𝑋𝑑𝑠 = 𝐾𝑋 + 𝑝 = 𝐹 (𝑋, 𝑠) , (12)

where 𝐾 is the coefficients square matrix of six order and 𝑋
and 𝑝 represent two column matrices.

This system of six independent differential equations can
be solved for six unknown functions (three independent
forces and three independent displacements).

3. Boundary Conditions

As mentioned above, there are total six unknowns to be deter-
mined (𝑁,𝑄,𝑀, 𝑢, V, 𝜑). Therefore, six boundary conditions
are needed for the problem solving.

The boundary conditions for (12) are determined accord-
ing to the way in which the pile’s head and base are supported
or restrained. There are three conditions at the base point and
three conditions at the head point. We use matrix notation to
present these boundary conditions in the following form:

𝐶𝑋󵄨󵄨󵄨󵄨󵄨𝑆=0 = 𝑜,𝐷𝑋󵄨󵄨󵄨󵄨󵄨𝑆=𝐿 = 𝑜, (13)

where 𝑆 = 0 indicates the beginning point of calculation
(the pile’s base point), 𝑆 = 𝐿 indicates the end point of
calculation (the pile’s head point),𝐶 is the matrix of boundary
condition on the beginning point, and 𝐷 is the matrix of
boundary condition on the end point. They are 3×6matrices.
In this study, the following possible pile end conditions were
considered.

(1) Free head (allows both displacement and rotation):𝑁 = 𝑄 = 0, 𝑀 = 0. The corresponding matrix of
boundary condition is

[[
1 0 0 0 0 00 1 0 0 0 00 0 1 0 0 0]] ×

{{{{{{{{{{{{{{{

𝑁𝑄𝑀𝑢
V𝜑

}}}}}}}}}}}}}}}
= 𝑜. (14)

(2) In case of bottom end hinged (allows rotation without
displacement): 𝑢 = V = 0, 𝑀 = 0. The corresponding
matrix of boundary condition is

[[
0 0 1 0 0 00 0 0 1 0 00 0 0 0 1 0]] ×

{{{{{{{{{{{{{{{

𝑁𝑄𝑀𝑢
V𝜑

}}}}}}}}}}}}}}}
= 𝑜. (15)

(3) In case of bottom end fixed (allows neither displace-
ment nor rotation): 𝑢 = V = 0, 𝜑 = 0. The
corresponding matrix of boundary condition is

[[
0 0 0 1 0 00 0 0 0 1 00 0 0 0 0 1]] ×

{{{{{{{{{{{{{{{

𝑁𝑄𝑀𝑢
V𝜑

}}}}}}}}}}}}}}}
= 𝑜. (16)

(4) In case of bottom end partially hinged (allows rota-
tion without vertical displacement): 𝑢 = 0, 𝑄 = 0,
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and 𝑀 = 0. The corresponding matrix of boundary
condition is

[[
0 1 0 0 0 00 0 1 0 0 00 0 0 1 0 0]] ×

{{{{{{{{{{{{{{{

𝑁𝑄𝑀𝑢
V𝜑

}}}}}}}}}}}}}}}
= 𝑜. (17)

(5) Elastic vertical support at the bottom end:𝑁 = 𝐾V ⋅ 𝑢 ⋅
Area, 𝑄 = 0, and 𝑀 = 0. The corresponding matrix
of boundary condition is

[[
1 0 0 −𝐾V ⋅ Area 0 00 1 0 0 0 00 0 1 0 0 0]] ×

{{{{{{{{{{{{{{{

𝑁𝑄𝑀𝑢
V𝜑

}}}}}}}}}}}}}}}
= 𝑜, (18)

where 𝐾V is the modulus of vertical compressibility. Area is
the cross-sectional area of the pile.

4. Definition of Boundary Value Problem

Next, we impose the boundary conditions (13) at the pile
head and base upon the derived new governing differential
equations (12) to define a boundary value problem of the
following equations: 𝑑𝑋𝑑𝑠 = 𝐾𝑋 + 𝑝,𝐶𝑋|𝑆=0 = 𝑜,𝐷𝑋|𝑆=𝐿 = 𝑜.

(19)

To this end, the response of double-row portal stabilizing pile
is mathematically idealised as the boundary value problem of
(19).

Thus, many numerical methods to solve the ordinary
differential equations can be adopted to solve the boundary
value problem of (19).

It should be noted that the existence and uniqueness
of solution for the boundary value problem of (19) should
be mathematically proved. This matter is however outside
the scope of the writer’s major. According to the physical
character of the problem, we can imagine that the solution
exists and is unique. The solution can be validated through
comparative studies.

5. Method of Solution

5.1. Uniformity Preprocessing. The orders of magnitude of the
section internal forces (𝑁,𝑄,𝑀) are so much higher than
those of the displacements (𝑢, V, 𝜑) that numerical solving of
the equations may meet singularity difficulty. So for reasons
of numerical stability, it is necessary to perform uniformity
preprocessing for the order of magnitude of the element in the

coefficient matrix 𝐾. We multiply the displacements (𝑢, V, 𝜑)
by 𝐸 and substitute the original displacement variables by
the expressions (𝐸𝑢, 𝐸V, 𝐸𝜑). So, we redefine two variables as
follows:

𝑋 =
{{{{{{{{{{{{{{{

𝑁𝑄𝑀𝑢
V𝜑

}}}}}}}}}}}}}}}
=
{{{{{{{{{{{{{{{

𝑁𝑄𝑀𝐸𝑢𝐸V𝐸𝜑

}}}}}}}}}}}}}}}
,

𝐾̃ =

[[[[[[[[[[[[[[[[[[[[[

0 0 0 𝐻𝑘𝑠𝐷𝐸 0 0
0 0 0 0 𝐻𝑘𝑛𝑏𝐸 0
0 −1 0 0 0 01𝐴 0 0 0 0 0
0 𝐸𝛼𝐺𝐴 0 0 0 1
0 0 1𝐼 0 0 0

]]]]]]]]]]]]]]]]]]]]]

.
(20)

Finally, we obtain the following system of ordinary
differential equations:

𝑑𝑋𝑑𝑠 = 𝐾̃𝑋 + 𝑝,𝐶 ⋅ 𝑋󵄨󵄨󵄨󵄨󵄨𝑆=0 = 𝑜,𝐷 ⋅ 𝑋󵄨󵄨󵄨󵄨󵄨𝑆=𝐿 = 𝑜.
(21)

This system of six independent differential equations
subjected to boundary conditions can be numerically solved
for six unknown functions (three forces and three displace-
ments).

5.2.TheRunge-Kutta Finite Difference Algorithm. The Runge-
Kutta algorithm is commonly used for the solution of the
ordinary differential equation of the form 𝑑𝑋/𝑑𝑠 = 𝐹(𝑋, 𝑠).
So, it is chosen to solve (21).

5.2.1. Derivation of the Recursion Formula. The following
finite difference formula (22) is one format of the Runge-
Kutta methods:

𝑋𝑛+1 = 𝑋𝑛 + 16 (𝐾1 + 2𝐾2 + 2𝐾3 + 𝐾4) ,𝐾1 = 𝛿 ⋅ 𝐹 (𝑋𝑛, 𝑠𝑛) ,
𝐾2 = 𝛿 ⋅ 𝐹 (𝑋𝑛 + 12𝐾1, 𝑠𝑛 + 12𝛿) ,
𝐾3 = 𝛿 ⋅ 𝐹 (𝑋𝑛 + 12𝐾2, 𝑠𝑛 + 12𝛿) ,𝐾4 = 𝛿 ⋅ 𝐹 (𝑋𝑛 + 𝐾3, 𝑠𝑛 + 𝛿) .

(22)
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The Runge-Kutta algorithm of this type (22) is a numeri-
cal method of fifth order, where 𝛿 is the stepsize of difference

and 𝐹(𝑋, 𝑠) = 𝐾𝑋 + 𝑝. For convenience of computation, this
formulation may be rewritten in the following form:𝑋𝑛+1 = 𝐺𝑛𝑋𝑛 + 𝐻𝑛𝛿. (23)

As we can see, the value of function at point (𝑛 + 1) can
be determined from the value of function at point (𝑛), where𝑛 = 0 represents the beginning point of calculation and 𝑛 = 𝑚
represents the end point of calculation.

In the above equation, 𝐺𝑛 and 𝐻𝑛 can be obtained from
the following recursion formula:

𝐾(𝑗)𝑛 = 𝐾̃ (𝑠𝑛 + 𝛿𝑗) , 𝑃(𝑗)𝑛 = 𝑝 (𝑠𝑛 + 𝛿𝑗) ,
𝛼1 = 𝛼2 = 𝛼3 = 12 , 𝛼4 = 1,
𝛽1 = 𝛽4 = 16 , 𝛽2 = 𝛽3 = 13 ,
𝛿𝑗 = ( 𝑗∑

𝑘=1

𝛾𝑘)𝛿, 𝛾1 = 𝛾3 = 0, 𝛾2 = 𝛾4 = 12 ,
󳨐⇒ 𝛿1 = 0, 𝛿2 = 𝛿3 = 12𝛿, 𝛿4 = 𝛿,

(24)

𝐺𝑛 = 𝐼 + 4∑
𝑗=1

𝛽𝑗𝐺(𝑗), 𝐻𝑛 = 4∑
𝑗=1

𝛽𝑗𝐻(𝑗),
𝐺(𝑗) = (𝛿𝐾(𝑗)) (𝐼 + 𝛼𝑗𝐺(𝑗−1)) , 𝐺(0) = 0,
𝐻(𝑗) = (𝛿𝐾(𝑗)) 𝛼𝑗𝐻(𝑗−1) + 𝑃(𝑗), 𝐻(0) = 0,

(25)

where 𝐼 is the identity matrix.

5.2.2. Determination of the Initial Vector𝑋0. The initial value
is the start point of the recursion formula. Now, we discuss
in the following how to obtain the initial vector 𝑋0 by using
the recursion formula of (23) and imposing the boundary
conditions at pile head and base.

Considering the recursion formula of (23), 𝑋𝑛 can be
expressed in terms of𝑋0 as follows:

𝑋𝑛 = 𝐷(𝑛)𝑋0 + 𝐹(𝑛). (26)

In the case of 𝑛 = 0, we have 𝐷(0) = 𝐼, 𝐹(0) = 0 and
substitute it into the recursion formula of (23). We get

𝑋𝑛+1 = 𝐺𝑛 (𝐷(𝑛)𝑋0 + 𝐹(𝑛)) + 𝐻𝑛𝛿. (27)

It can be rewritten as follows:𝑋𝑛+1 = (𝐺𝑛𝐷(𝑛))𝑋0 + (𝐺𝑛𝐹(𝑛) + 𝐻𝑛𝛿) ,
𝑋𝑛 = 𝐷(𝑛)𝑋0 + 𝐹(𝑛) 󳨐⇒ 𝑋𝑛+1 = 𝐷(𝑛+1)𝑋0 + 𝐹(𝑛+1),𝑋𝑛+1 = (𝐺𝑛𝐷(𝑛))𝑋0 + (𝐺𝑛𝐹(𝑛) + 𝐻𝑛𝛿) ,

𝑋𝑛+1 = 𝐷(𝑛+1)𝑋0 + 𝐹(𝑛+1).
(28)
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Figure 3: Scheme of local coordinate system transformation
between pile and connection beam.

Comparing the above two equations, the recursion for-

mula for𝐷(𝑛) and 𝐹(𝑛) is obtained as follows:

𝐷(0) = 𝐼, 𝐷(𝑛+1) = 𝐺𝑛𝐷(𝑛),𝐹(0) = 0, 𝐹(𝑛+1) = 𝐺𝑛𝐹(𝑛) + 𝐻𝑛𝛿. (29)

Now considering the case of boundary point: 𝑋𝑚 =𝐷(𝑚)𝑋0 + 𝐹(𝑚), we substitute the boundary conditions at end
point 𝐶𝑋0 = 𝑜, 𝐷𝑋𝑚 = 𝑜 into the above equation. This leads
to the equation to solve for𝑋0:

[ 𝐶𝐷𝐷(𝑚)]𝑋0 = [ 𝑜−𝐷𝐹(𝑚)] . (30)

The above set of linear algebraic equations can be solved
for 𝑋0 by using the method of Gaussian elimination with
pivot selection. Once 𝑋0 is known, 𝑋𝑛 can be obtained in
sequence using the recursion formula of (23).

5.2.3. Coordinate Transformation between Pile and Beam.
When solving the problem of double-row portal piles using
the recursion formula of (23), due to the direction change
of the axes of the pile and the beam at the connection point

(shown in Figure 3), first we need to distinguish 𝐾 and 𝑝 in
the recursion formula for the two connected segments. And
then in order to satisfy the equilibrium of internal forces and
maintain the continuity of displacements at the connection
point, we need to introduce the so-called connection matrix
to the corresponding formula when dealing with𝐷𝑚,𝐹𝑚, and𝑋𝑛, recursively.

The centroidal axes’ rotation from pile to beam at con-
nection point means mathematically that the local coordinate
system rotates clockwise by 𝛽 degree at the connection point
(shown in Figure 3).
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According to the principle of equilibrium of internal
forces, we get

[𝑁𝑄] = [cos 𝜃 − sin 𝜃
sin 𝜃 cos 𝜃 ] [𝑁𝑄] . (31)

And the bending moment remains unchanged.
According to the principle of vector analysis, we get

[𝑢
V
] = [cos 𝜃 − sin 𝜃

sin 𝜃 cos 𝜃 ] [𝑢V] . (32)

And the rotation displacement remains unchanged.
Combining the above equations, the corresponding

transformation matrix for the local coordinate system rotat-
ing clockwise by 𝛽 degree can be expressed as follows:

[[[[[[[[[[

𝑁𝑛𝑄𝑛𝑀𝑛𝑢𝑛
V𝑛𝜑𝑛

]]]]]]]]]]
= [[[[[[[[

cos𝛽 − sin𝛽 0 0 0 0
sin𝛽 cos𝛽 0 0 0 00 0 1 0 0 00 0 0 cos𝛽 − sin𝛽 00 0 0 sin𝛽 cos𝛽 00 0 0 0 0 1

]]]]]]]]
×
[[[[[[[[[

𝑁𝑛𝑄𝑛𝑀𝑛𝑢𝑛
V𝑛𝜑𝑛

]]]]]]]]]
,

𝑋𝑛 = 𝐶𝑛 ⋅ 𝑋𝑛.
(33)

As we can see, the above connection matrix is the so-
called orthogonal matrix whose inverse is its transposed
matrix.

As shown in Figure 3, the node of difference (no. 𝑛) is the

connection node. First we need to distinguish𝐾 and 𝑝 in the
recursion formula for the two connected segments and then
insert the connection matrix for transformation from 𝑋𝑛 to𝑋𝑛 when dealing with the 𝐷𝑚, 𝐹𝑚, and 𝑋𝑛, recursively. The
detailed procedure is as follows.

(1) For the calculation of𝑋𝑛,𝑋𝑖+1 = 𝐺𝑖𝑋𝑖 + 𝐻𝑖𝛿, (𝑖 = 1, 2, . . . , 𝑛 − 1) (34)𝑋𝑛 = 𝐶𝑛𝑋𝑛 = 𝐶𝑛(𝐺𝑛−1𝑋𝑛−1 + 𝐻𝑛−1𝛿), where 𝐶𝑛 is
the transformation matrix for point 𝑛. Thus, 𝑋𝑛+1 =𝐺𝑛𝑋𝑛 + 𝐻𝑛𝛿. Next,𝑋𝑖+1 = 𝐺𝑖𝑋𝑖 + 𝐻𝑖𝛿, (𝑖 = 𝑛 + 1, 𝑛 + 2, . . . 𝑚) , (35)

where𝑚 indicates the end point of calculation.

(2) For the calculation of𝐷𝑚: because𝑋𝑛 = 𝐷(𝑛)𝑋0+𝐹(𝑛),
and𝑋𝑛+1 = 𝐺𝑛𝑋𝑛 + 𝐻𝑛𝛿= 𝐺𝑛 (𝐶𝑛𝑋𝑛) + 𝐻𝑛𝛿= 𝐺𝑛 (𝐶𝑛 (𝐷(𝑛)𝑋0 + 𝐹(𝑛))) + 𝐻𝑛𝛿

= 𝐺𝑛𝐶𝑛𝐷(𝑛)𝑋0 + 𝐺𝑛𝐶𝑛𝐹(𝑛) + 𝐻𝑛𝛿= 𝐷(𝑛+1)𝑋0 + 𝐹(𝑛+1)
󳨐⇒ { 𝐷(𝑛+1) = 𝐺𝑛𝐶𝑛𝐷(𝑛)𝐹(𝑛+1) = 𝐺𝑛𝐶𝑛𝐹(𝑛) + 𝐻𝑛𝛿,

(36)

So, the above procedure also applies to calculation of𝐷(𝑚) as follows:

𝐷(𝑖+1) = 𝐺𝑖𝐷(𝑖), (𝑖 = 1, 2, . . . , 𝑛 − 1) ,
𝐷(𝑛+1) = 𝐺𝑛𝐶𝑛𝐷(𝑛),𝐷(𝑖+1) = 𝐺𝑖𝐷(𝑖), (𝑖 = 𝑛 + 1, 𝑛 + 2, . . . 𝑚) .

(37)

(3) For the calculation of 𝐹𝑚,

𝐹(𝑖+1) = 𝐺𝑖𝐹(𝑖) + 𝐻𝑖𝛿, (𝑖 = 1, 2, . . . , 𝑛 − 1) ,
𝐹(𝑛+1) = 𝐺𝑛𝐶𝑛𝐹(𝑛) + 𝐻𝑛𝛿,𝐹(𝑖+1) = 𝐺𝑖𝐹(𝑖) + 𝐻𝑖𝛿, (𝑖 = 𝑛 + 1, 𝑛 + 2, . . . 𝑚) ,

(38)

where𝑚 denotes the end point of calculation.

5.2.4. The Solution Flow Process. In short, the proposed
solution procedure involves four main steps:

(1) calculating the value of 𝐺𝑛 and 𝐻𝑛 using the given
Equation (25);

(2) calculating 𝐷(𝑚) and 𝐹(𝑚) using the given recursion
formula of (29);

(3) calculating the vector 𝑋0 by solving linear algebraic
Equations (30);

(4) calculating 𝑋𝑛 using the given recursion formula of
(23).

Because the equations and solution formula are all given
in form of matrices, a simple computer program has been
written on the platform of MATLAB to run this procedure.
At last, we can get the shear, bending-moment, and deflection
diagram along the pile.

6. Verification

The practical examples of portal double-row piles used to
stabilize an potential landslide (shown in Figure 4) are con-
sidered herein to verify the developed numerical calculation
techniques. Soil strength parameters used in the stability
analysis are from laboratory shear testing on the undisturbed
soil samples. The resisting (shear) force required to achieve
the desired safety factor and transferred by the pile is
estimated to be 2147 kN/m. Before the pile is installed, the
slope is approaching limit state and the safety factor can be
assumed to be one. The values of 𝑐 and 𝜑 can be determined
based on experiment data and satisfying this limit state
condition. Then, the required resisting force 2147 kN/m can
be obtained using back analysis. When this additional force is
applied to the specified place of the landslide, the safety factor
calculated using the limit equilibrium method can achieve
the desired value 1.3. The manual digging discrete reinforced
concrete piles were designed to be installed at a spacing of
4 m to increase the factor of safety of the whole slope to the
required value of 1.3.
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Figure 5: The conceptual calculation model for portal double-row
stabilizing pile.

The front row pile has a length 𝐿 = 16.0m and sectional
dimension 1.5 × 2.0m. The length of the portion embedded
into the sliding surface is 6.0 m. The back row pile has a
length 𝐿 = 37.0m and sectional dimension 1.5 × 2.8m.
The length of the portion embedded into the sliding surface
is 18.0 m. The sectional dimension of the connection beam
is 0.8 × 0.8 m. The pile is constructed using C30 concrete
(assuming that concrete does not crack during working). A
lateral force 𝐹 = 2147 × 4 kN is assumed to act upon the pile
segment above the sliding surface. The pressure distribution
is considered to have a rectangular shape, as proposed by the
Chinese design code (Code for design on retaining structures
of railway subgrade no. TB10025-2006).

The conceptual calculation model used to simulate the
lateral response of the pile is shown in Figure 5. The boundary
condition at the pile base is considered as free head which
allows both lateral displacement and rotation.

For simplicity of program editing, the friction force
along the pile-soil interface can be neglected. The modulus
of horizontal subgrade reaction for the mudstone below
the slip surface is listed in Table 1 for the three different

Table 1: Parameters of material properties.

Young’s
modulus

(GPa)

Shear
modulus

(GPa)

Modulus of
subgrade reaction

(MPa/m)

C30 concrete 30 12 /

Completely decomposed
mudstone

/ / 80

Intensely weathered
mudstone

/ / 110

Moderately weathered
mudstone

/ / 150

mudstone layers. The coefficient of subgrade reaction was
determined according to the suggestions for the mudstone in
the related Chinese design code and in situ tests. The related
Chinese design code provides detailed experiment procedure
to determine the modulus of horizontal subgrade reaction.

Then, the developed method is applied to analyze the
lateral response of the double-row pile which is also com-
puted by the FEM program we developed. We employ an
elastic beam column element to model the pile and horizontal
spring element to represent the reactions of the surrounding
soil in the FEM model. Comparisons of shear force, bending
moment, and deflection of the pile between boundary value
method (BVM) and FEM are presented in Figures 6 and 7.
Complete agreement between them can be observed.

Through the above comparative studies, it has been found
that the program we developed works very well and can
replace the existing numerical methods that have been used
to design the portal double-row stabilizing pile.

7. Summary and Conclusions

In this paper, a new numerical uncoupled method for
calculating the response of portal double-row stabilizing
piles is proposed. The theoretical background and a detailed
derivation of the proposed numerical solution scheme are
described. The feasibility of the method developed was
verified using the comparative case study. The proposed
method has more higher modeling and computing efficiency
than the FEM and can be an alternative method for analyzing
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Figure 6: Comparison of internal force and deflection of front row pile between the boundary value method and FEM.
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Figure 7: Comparison of internal force and deflection of back row pile between the boundary value method and FEM.

the behavior of portal double-row piles used for slope
stabilization.
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A simple approach is formulated to predict the elastic, kinematic pile bending during harmonic or transient excitation for a circular
pile (rather than a simplified thin strip). The kinematic response of a pile embedded in two-layer soil is resolved in the frequency
domain caused by the upward propagation of shear waves from the underlying bedrock. The simplified approach is generally valid
to nonhomogeneous soil profiles, in light of the good comparison with the dynamic FE method and BDWF solution. It employs the
soil-displacement-influence coefficients 𝐼𝑠 to consider the pile-soil interaction (resembling the spring constant 𝑘𝑥 in the BDWF)
and provides conservative estimations of maximum kinematic bending moments at the soil-layer interface (with a sharper stiffness
contrast). The accuracy of the approach may be improved by incorporating the interaction of soil into the soil-displacement-
influence coefficients 𝐼𝑠 for such cases with 𝑉𝑏/𝑉𝑎 < 3.

1. Introduction

Kinematic response is one of the key issues in seismic design
of pile foundations [1–4], as the dynamic response of the pile
structure largely differs from the response at the free field soil
caused by seismic wave. In practice, the influence of inertial
loading at the pile-head level has conventionally received
sufficient attention by design engineers, but not the kinematic
seismic response [5]. The existing earthquake investigations
[6, 7] and experimental studies [8] demonstrate that at the
interface of two-layer soils with a sharp stiffness contrast
[2, 3, 9, 10], or at a pile-head with fixed constraints [11, 12],
large kinematic bending moments may be induced to inflict
damage to the pile. This problem has attracted the attention
researchers [13–15] and is highlighted in some advanced
seismic codes [16].

The kinematic response in the pile-soil system has been
analyzed by considering the effect of the passive pile using
rigorous mechanical solutions [17, 18], numerical methods
[19–25], and some simplified models [2, 3, 26–30]. Rigorous

solutions and numerical methods for the kinematic pile
bending are, however, not convenient to design purposes.
Empirical formulas are developed for evaluating the bending
moment at the pile-head or at the interface of two-layer
soils [2, 3, 11]. Among them, a Beam-on-Dynamic-Winkler-
Foundation (BDWF) formulation was used successfully in
practice, although it was confined to the harmonic excitation
at the pile head. The BDWF (or the Winkler model) is
underpinned by a frequency-dependent impedance (= 𝑘𝑥 +𝑖𝜔𝐶𝑥), in which the continuously distributed springs 𝑘𝑥 (≅𝛿𝐸𝑠) is empirically related to a dimensionless coefficient𝛿 (used for a given pile-soil system, regardless of layers).
Accurate selection of the value 𝛿 is not critical to calculating
the pile-head deflection but is important to predicting the
kinematic bending moment and shear force [19, 31]. An
optimized 𝛿 is thus required to obtain correct kinematic
pile bending at the interface of soil layers. On the other
hand, a simplified boundary element formulation proposed
by Poulos and Davis [32] offers good estimates of bending
moment and shear force for static loading. It would be good to
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see its accuracy in predicting the kinematic seismic response
of pile, especially at the sharp stiffness contrasts between
adjacent soil layers.

In this paper, the simplified approach [32] is employed
to evaluate the kinematic pile bending during harmonic
or transient excitation, concerning piles in two-layer soil.
The pile is modeled as a circular shape rather than a thin
strip adopted previously [32], and the soil displacement is
given by the Mindlin equation with corresponding elastic
modulus. A nodal relative displacement is obtained by one-
dimensional site response and is then imposed on the pile.
The solution was compiled into a program operating in
Matlab platform. For some typical cases, a comprehensive
study on the kinematic seismic response during harmonic
or transient excitation has been carried out, and the results
are compared with available dynamic FE method and the
BDWF solutions. The study sheds new light on the kinematic
bending moment at the interface of two-layer soil and at the
pile head and may facilitate the use of the simplified boundary
element method to predict the kinematic seismic response of
a single pile.

2. Simplified Analysis Procedure

2.1. Basic Assumptions for Pile and Soil Model. The one-
dimensional model for a floating or end-bearing single pile
embedded in a two-layer soil is shown in Figure 1. The
circle pile is assumed as linearly hysteretic beam having a
length 𝐿, a diameter 𝑑, a mass density 𝜌𝑝, and a bending
stiffness 𝐸𝑝𝐼𝑝. The pile is discretized into 𝑛 + 1 segments
of equal lengths ℎ, but for a length of ℎ/2 for the top and
the tip segments, respectively. Each segment is subjected to
a uniformly distributed load 𝑝𝑖 over the semicircular area.
The pile is head restrained (fixed head) or free to rotate (free
head), and sits above a bedrock. The linearly hysteretic soil
profile is characterized by an upper-layer of thickness𝐻𝑎 and
a shear wave velocity 𝑉𝑎, which is underlain by a lower layer
of thickness 𝐻𝑏 and shear wave velocity 𝑉𝑏. The two layers
have damping ratios 𝛽𝑏 and 𝛽𝑎, mass densities 𝜌𝑏 and 𝜌𝑎 and
Poisson’s ratios 𝜇𝑎 and 𝜇𝑏. A shear wave propagates vertically
through the free field soil, which induces the horizontal
harmonic motion and horizontal displacements. The motion
at the bedrock surface is expressed by the amplitude of either

bedrock displacement 𝑈𝑔 or the bedrock acceleration 𝜔2𝑈𝑔.

2.2. Calculation of the Horizontal Displacement of the Pile.
Kinematic response of a single pile is induced by the free-field
soil displacement shown in Figure 1. The Mindlin hypothesis
does not meet the needs of dynamic analysis. However,
the Mindlin equation is still valid for calculating elastic
displacement and stress fields caused by a dynamic loading,
provided that the characteristic wavelength in the soil is
sufficiently long in comparison with the horizontal distance
across the zone of major influence [28, 33], as is noted
for nonhomogeneous soil by Poulos and Davis [32]. In the
current, simplified BEM formulation, the soil displacement
u𝑠 (due to the pile-soil interface pressure) is gained using
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Figure 1: Analysis model of a pile in a two layer soil profile subjected
to vertically-propagating seismic SH waves.

the Mindlin solution [34], which is then added together with
free-field soil displacement

u𝑠 = I𝑠p𝑖 + u𝑒, (1)

where I𝑠 is the soil-displacement-influence coefficient; p𝑖
is the vector of soil-pile interface pressure over the semi-
circular area; and u𝑒 is the free-field soil displacement
estimated using one-dimensional site response for vertically
propagating shear waves through an unbounded medium
[35].

The dynamic equilibrium under steady-state conditions
for the pile may be written in the following form using the
finite-difference method [28]:𝐸𝑝𝐼𝑝ℎ4 Du𝑝 +Mü𝑝 + C𝑥 (u̇𝑝 − u̇𝑒) = −𝑑p𝑝, (2)

where u𝑝 is the horizontal displacement of the pile, with the
cap “⋅” indicating differentiation with time; p𝑝 is the vector of
soil-pile interface pressure; D is the matrix of finite difference
coefficients; M is the pile mass; and C𝑥 is the soil radiation
damping. Here, the soil damping is the same as that of the
simplified boundary element model [28], and𝐶𝑥 = 5𝑑𝜌𝑠𝑉𝑠, (3)

where𝑉𝑠 is the shear wave velocity of soil and 𝜌𝑠 is the density
of soil.

The displacement compatibility between the pile and the
adjacent soil offers u𝑠 = u𝑝. Taking the displacement as u𝑝
and substituting (1) into (2) result in the following:

I𝑠𝑑 [Mü𝑝 + C𝑥u̇𝑝 + 𝐸𝑝𝐼𝑝ℎ4 Du𝑝] + u𝑝 = u𝑒 + I𝑠𝑑C𝑥u̇𝑒. (4)

Equation (4), together with the pile-top and -bottom bound-
ary conditions, leads to 𝑛 + 5 unknown displacements, which
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involve the pile nodes from 1 to 𝑛 + 1 (see Figure 1) and
4 additional nodes at the pile top and tip. Equation (4) is
resolved in either frequency or time domain and may attain
the required accuracy using 21 segments of the pile [32].

2.3. Soil-Displacement-Influence Coefficients. Poulos and
Davis [32] obtained soil-displacement-influence coefficients
I𝑠 by integrating the Mindlin equation over a rectangular
plane and taking the pile as a thin rectangular vertical strip.
Ideally, a circular pile (rather than a thin strip) should
be used. In elastic, semi-infinite space, the force 𝑃 in the
horizontal direction at a depth 𝑐 induces a displacement
component 𝑢𝑥, which at any other point (𝑥, 𝑦, 𝑧) is given by

𝑢𝑥 = 𝑃𝐺𝑓 (𝜇𝑠, 𝑥, 𝑦, 𝑧, 𝑐) , (5)

where 𝐺 is shear modulus of soil and 𝜇𝑠 is the Poisson ratio.
The coefficients of the proposed method are obtained in

two steps: firstly, (5) is integrated over a rectangular area from
a depth 𝑐 of 𝑐1 to 𝑐2 and across the pile width from−𝑑/2 to 𝑑/2
in Figure 2 which offers

𝑢𝑥 (𝜇𝑠, 𝑥, 𝑦, 𝑧, 𝑐, 𝑠) = 𝑃𝐺 ∫𝑑/2−𝑑/2
∫𝑐1
𝑐2

𝑓 (𝜇𝑠, 𝑥, 𝑦 − 𝑠, 𝑧, 𝑐) 𝑑𝑠. (6)

Secondly, (6) is reexpressed in a cylindrical coordinate,
which is then integrated over the semi-circular pile surface
with respect to the angle 𝜃 (see Figure 2) to gain the horizon-
tal component of the displacement. The soil-displacement-
influence coefficients, taking as weighted average of the
integrated horizontal displacements, are deduced as

𝐼𝑠 = 𝑃𝐺 ∫𝜋/20 ∫𝑑/2
−𝑑/2

∫𝑐1
𝑐2

𝑓(𝜇𝑠, 𝑑2 cos 𝜃, 𝑑2 sin 𝜃 − 𝑠, 𝑧, 𝑐) cos 𝜃 𝑑𝑐 𝑑𝑠 𝑑𝜃.
(7)

Equation (7) is solved by numerical integration using an
adaptive Lobatto rule [36].

2.4. Harmonic Response in the Frequency Domain. Wave
produces horizontal harmonic motion in the free field, as
shown in Figure 1. This is described by 𝑢(𝑡) = 𝑈𝑔𝑒𝑖𝜔𝑡, and
the associated free-field horizontal displacement is given by𝑢(𝑡) = 𝑈𝑒𝑒𝑖𝜔𝑡. One-dimensional site response analysis can be
formulated as

𝜌𝜕2𝑢𝜕𝑡2 = 𝐺𝜕2𝑢𝜕𝑧2 + 𝜂 𝜕3𝑢𝜕𝑧2𝜕𝑡 , (8)

where 𝜌 is the mass density, 𝜂 is viscosity, and 𝑢(𝑧, 𝑡) is
displacement. Equation (8) is resolved in frequency domain
analysis [37, 38], allowing the nodal relative displacement to
be obtained.

The current dynamic analysis employs time domain anal-
ysis and frequency domain analysis [21, 35, 39]. Frequency
domain methods are widely used to estimate the dynamic
impendences of the pile head. In the strong seismic motions,
time domain method (involving the Newton-Raphson iter-
ation and the Newmark method [40]) is used to obtain the

nonlinear results. Equation (4) was resolved in time domain
[28]. In contrast, to facilitate comparison with the rigorous
FE method and BDWF model, (4) is resolved herein in the
frequency domain by the following form:

[E + I𝑠𝑑 (𝐸𝑝𝐼𝑝ℎ4 D − 𝜔2M + 𝑖𝜔C𝑥)]U𝑝 = (E + 𝑖𝜔 I𝑠C𝑥𝑑 )U𝑒,
(9)

where 𝑖 = √−1; 𝜔 is the excitation frequency; U𝑝 is
the amplitude of pile displacement; U𝑒 is the amplitude of
addition displacement in the free-field soil; and E is the
identity matrix.

A cut-off method [28, 33] is generally used to accommo-
date soil yield around the pile. If the pressure at the pile-
soil interface exceeds the ultimate lateral pressure of soil, the
excess pressure is redistributed to other segments through
iteration until pressure at all pile nodes within the ultimate
values. This study, however, will not consider this yield
and will be confined to elastic analysis using the simplified
approach for piles in two-layer soil.

3. Validation of Simplified Method

3.1. Comparison with Dynamic Finite-Element Solution. The
proposed simple approach is compared with dynamic FE
results concerning a free head pile embedded in a two-layer
soil deposit [19]. The pile-soil model is the same as that
shown in Figure 1, except that the pile tip is extended into the
underlying bedrock. The pile-soil system is featured by a ratio
of soil layer thickness𝐻𝑎/𝐻𝑏 of 1, a soil density 𝜌𝑎 = 𝜌𝑏, a soil
Poisson’s ratio 𝜇𝑎 = 𝜇𝑏 = 0.4, and a soil damping coefficient𝛽𝑎 = 𝛽𝑏 = 10%. The pile has a slenderness ratio 𝐿/𝑑 of 20, a
pile-to-soil stiffness ratio 𝐸𝑝/𝐸𝑎 of 5000, and a pile density 𝜌𝑝
of 1.60 𝜌𝑎 (𝜌𝑎 = 1900 kg/m3).

A comparison between the simplified approach and FE
solution [19] is presented in Figures 3(a) and 3(b), respec-
tively, for the profiles of the pile deflection and bending
moment amplitude at the natural frequency of soil deposit(𝜔 = 𝜔1). A good agreement is evident. The current, simpli-
fied approach can reveal the kinematic bending moments at
the interface of the two layers, despite the ∼20% overestima-
tion of the maximum bending moment (against FE result) of
the pile in Case D.

Figure 4 shows the amplitude spectrum of maximum
kinematic bending moment as a function of the frequency
ratio 𝜔/𝜔1. A good agreement is again observed between the
simplified approach and the dynamic FE solution [19]. Both
indicate that the peak kinematic bending moment occurs at
the inherent frequency of the soil.

3.2. Comparison with BDWF Formulation. The proposed
approach for kinematic loading along the pile depth during
the lateral ground movements is compared with the BDWF
solution [19]. The pile-soil system is the same as the case
just discussed in the last section. To examine the sensitivity
of the parameters, four groups of 12 cases (Table 1) were
studied, by maintaining soil density 𝜌𝑎 = 𝜌𝑏, soil Poisson’s
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ratio 𝜇𝑎 = 𝜇𝑏 = 0.4, soil damping coefficient 𝛽𝑎 = 𝛽𝑏 = 10%,
and pile density 𝜌𝑝 = 1.60𝜌𝑎.

As shown in Table 1, the BDWF method adopts an
optimized 𝛿 to obtain kinematic pile bending at the interface
of two-layer soil. In contrast, the current method uses the
displacement-influence coefficients I𝑠 to consider the pile-
soil interaction (resembling the spring constant 𝑘𝑥 in the
Winkler model) and may incorporate the interaction of soil
along the pile to improve the accuracy. Nevertheless, when
the ratio of the shear wave velocities 𝑉𝑏/𝑉𝑎 of two soil layers

exceeds 3, a larger than 15% error (compared with the FE
method) in maximum kinematic bending moment may be
seen using the simplified method. This is discussed next
concerning Case 12 for kinematic bending at the two-layer
interface and at the pile head (at the natural frequency of soil
deposit).

3.2.1. Kinematic Pile Bending. Figure 5 shows the amplitude
distributions of kinematic pile bending and shear force
from the simplified method and the BDWF solutions. The
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kinematic pile bending and shear force profiles are slightly
sensitive to the value 𝛿. At 𝛿 = 2.5, the distribution profiles of
pile moment and shear force agree with each other between
the simplified results and the BDWF solution, although the
maximum moment of the simplified method is 17.2% larger
than the BDWF solution.

Figure 6 provides the corresponding amplitude spectrum
of maximum kinematic pile bending moment in the two-
layer soil, owing to variation in the frequency ratio 𝜔/𝜔1,
among the FE, the BDWF, and the simplified approaches.
It shows a consistent trend of variation in bending moment
among various approaches.

3.2.2. Kinematic Response of Pile Head. Kinematic responses
are obtained in form of the ratio of the amplitudes of pile-
head displacement u𝑝(0) over the excitation motion u𝑔 or
the ratio of the head displacement u𝑝(0) over the free field
surface displacement u𝑒(0) [17, 26, 39]. The responses for
the free-head pile are plotted in Figure 7 for a spectrum of
the frequency ratio 𝜔/𝜔1. The good agreement of the factors
u𝑝(0)/u𝑔 andu𝑝(0)/u𝑒(0) among the simplified approach, the
FE method, and the BDWF solution has been attributed to the
predominant effect of the free field soil displacement.

As for fixed-head piles, equally successful prediction is
seen in Figure 8, concerning the kinematic response of pile to
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Figure 7: Normalized kinematic response of pile head to excitation among FE, BDWF, and simplified methods in a two-layer soil (Case 12:𝑉𝑏/𝑉𝑎 = 1.73, 𝐸𝑝/𝐸𝑎 = 500, 𝐻𝑎/𝐻𝑏 = 1, and 𝐿/𝑑 = 20).

soil displacement u𝑝(0)/u𝑒(0) among the simplified method,
the rigorous boundary integral method (Fan et al. [18]),
and the BDWF (Makris and Gazetas [26]). Nevertheless, the
current approach offers slightly larger ratio for 𝐸𝑝/𝐸𝑠 = 1000
than the other two solutions at high frequencies.

4. Application under Seismic Excitation

4.1. Seismic Motion and Case Model. The harmonic steady
state is rarely seen in a practical engineering design. Kine-
matic seismic response of a pile should be tailored to cater
for the transient excitation [19] owing to earthquake shaking,
as is noted in dynamic analysis involving nonlinear pile-
soil interaction. A large soil resistance in certain depth may
render the nonlinear kinematic pile bending (e.g., caused by

SH wave) insignificant compared to pile-head inertial excita-
tion. In addition, previous study [13] does not allow either a
detrimental or a beneficial effect on kinematic pile bending to
be concluded due to non-linear site response. Consequently,
the validity of the simplified method is examined herein for
elastic pile and soil.

The performance of the simplified approach for the tran-
sient response is examined for six typical seismic accelero-
grams (see Table 2), which include 4 actual records selected
from ground motion database of the Pacific Earthquake
Engineering Research Center (PEER) [41] and 2 artificial
motions used in seismic design of a typical site in Shanghai
(China). The acceleration time histories for seismic events are
plotted in Figure 9 and the associated acceleration response
spectra are provided in Figure 10.
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Figure 9: Acceleration time history of the input motions at the bedrock roof.

Table 2: Ground motions employed in the parametric analysis.

Earthquake Record label 𝑀𝑤 PGA (g) 𝑇𝑝 (sec) 𝑇𝑚 (sec)

Whittier Narrows 1987/10/01 A-TOR180 6.0 0.05 0.24 0.42

Kobe 1995/01/16 KJM000 6.9 0.82 0.34 0.64

Imperial Valley 1940/05/19 I-ELC180 7.0 0.31 0.46 0.53

ShangHai3-Elcentrol (IV Site) Artificial3 0.35 0.58 0.82

Friuli 1976/05/06 A-TMZ270 6.5 0.32 0.64 0.50

ShangHai2 (IV Site) Artificial2 0.35 0.72 0.75

𝑇𝑝: predominant period and 𝑇𝑚: mean period.
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4.2. Parametric Investigation. The parametric analysis is
again conducted for the pile-soil system shown in Figure 1,
with the following profile parameters: bedrock located at𝐻 =30m, density of either soil layer = 1900 kg/m3, Poisson’s ratio

= 0.4, soil damping = 5%, pile density = 2500 kg/m3, and pile-
to-soil stiffness ratio 𝐸𝑝/𝐸𝑎 = 1000. The shear wave velocity
is 100 m/s for the upper soil layer, 150 m/s for the lower
layer, and 1000 m/s for the bedrock, respectively. The input
signals by Sica et al. [31] were scaled in amplitude to a peak
acceleration of 0.35 g [31]. Figure 11 shows the comparison

of kinematic pile bending between the simplified proposed
approach and the BDWF formulation [31]. A good agreement
in the predicted bending moment is evident between the
simplified method and the BDWF solution, but for the large
difference in the peak bending moment around the layer
interface and at a shear wave velocity ratio 𝑉𝑎/𝑉𝑏 of 1/3.

Figure 12 shows the pile-diameter contrast on kinematic
bending moment under the six input motions. The ratio
of soil layer thickness 𝐻𝑎/𝐻𝑏 is 1, the pile is 20 m in
length and 0.6, 0.9, or 1.2 m in diameter, and the head is
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Figure 12: Pile diameters contrast on kinematic pile bending moment under different input motions.
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Figure 13: Depths of the interface between the two layers contrast on kinematic pile bending moment under different input motions.

constrained against rotation (fixed head). The figure indi-
cates that small-diameter piles accommodate more easily to
seismically induced soil deformations than lager-diameter
piles. Kinematic bending moments at the pile head and
the interface of soil layers are nearly proportional to the
diameters. This will reduce the safety of pile head, although
it does not necessarily increase or reduce the seismic safety
of the pile body (depending on the circumstances), as is
discussed previously [10, 14].

Figure 13 presents the bending moment profiles owing to
variation in the depths of the interface of the two layers under
the six input motions. They were obtained for a fixed head pile
(20 m in length, 0.6 m in diameter) embedded in a soil with a

layer interface located at a depth of 5, 10, or 15 m, respectively.
An increase in depth of the interface renders increase in the
peak value of kinematic pile bending but has a negligible
impact on the kinematic bending moment at the pile head.
This preliminary analysis suggests the simplified approach
has the potential in modeling kinematic seismic response of
piles during the earthquake.

5. Conclusion and Discussions

A simple approach is formulated to predict the elastic, kine-
matic pile bending during harmonic or transient excitation.
The approach employs a circular pile (rather than a simplified
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thin strip). The kinematic response of a pile embedded in
two-layer soil is resolved in the frequency domain owing to
specified soil displacement field. The simplified approach is
generally valid to nonhomogeneous soil problems, in light
of the good comparison with the dynamic FE method and
BDWF solution. The main conclusions from the study are as
follows.

The simplified method employs the soil-displacement-
influence coefficients I𝑠 to consider the pile-soil interaction
(resembling the spring constant 𝑘𝑥 in the BDWF). It provides
conservative estimation of maximum kinematic bending
moments at soil-layer interface (with a sharper stiffness con-
trast) despite an adequate accuracy in general. The accuracy
may be improved by incorporating the interaction of soil into
the soil-displacement-influence coefficients I𝑠 for such cases
with 𝑉𝑏/𝑉𝑎 < 3.

The parametric studies during the seismic excitation
show the impact of pile diameters and depths of the interface
of two layers and demonstrate the simplified approach com-
paring well with published results in gaining kinematic pile
bending during the earthquake.

The formulated simple method is intended for elastic
soil, elastic pressure on pile-soil interface, and elastic seismic
response of the free field soil, for which a judicious choice
of elastic modulus of the soil is required. The method
may be extended to elastoplastic case though introducing a
similar technology as cut-off method [28, 33] in the current
procedure.
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Groundwater is a main natural factor impacting the subgrade structure, and it plays a significant role in the stability of the subgrade.
In this paper, the analytical solution of the subgrade moisture variations considering groundwater fluctuations is derived based on
Richards’ equation. Laboratory subgrade model is built, and three working cases are performed in the model to study the capillary
action of groundwater at different water tables. Two types of antidrainage materials are employed in the subgrade model, and their
anti-drainage effects are discussed. Moreover, numerical calculation is conducted on the basis of subgrade model, and the calculate
results are compared with the experimental measurements. The study results are shown. The agreement between the numerical and
the experimental results is good. Capillary action is obvious when the groundwater table is rising. As the groundwater table is falling,
the moisture decreases in the position of the subgrade near the water table and has no variations in the subgrade where far above
the table. The anti-drainage effect of the sand cushion is associated with its thickness and material properties. New waterproofing
and drainage material can prevent groundwater entering the subgrade effectively, and its anti-drainage effect is good.

1. Introduction

It is widely accepted that groundwater is an important factor
impacting the highway structure in plateau area [1–3]. Cli-
mate environment and groundwater significantly impact the
engineering properties of subgrade soil, as a result of repeated
fluctuations of groundwater with the variation of atmospheric
environment. In that situation, groundwater that migrates
into the subgrade under capillary action not only causes
long-term strength attenuation of subgrade soil but also
produces large plastic deformation in early stage of subgrade.
Capillary action, as a main external environmental factor,
can influence the subgrade stability. Ground waterproof and
drainage technology can reduce and control the capillary
water effectively, and it becomes the key to design highway
subgrade structure.

Recently, considerable studies have been conducted to
investigate the groundwater fluctuations [4–10]. Great results
have been achieved based on the numerical analysis. In

this paper, dynamic analysis on the law of subgrade mois-
ture varying with groundwater fluctuations is conducted
by numerical calculation, simplified analytical method, and
laboratory model experiment. Two types of underground
waterproofing and drainage materials are employed in the
subgrade model, and their drainage effect are analyzed.
Finally, the calculation and experiment results are contrasted.

2. Analysis of Subgrade Moisture Variation
under Groundwater Fluctuations

Many studies [11–13] of groundwater fluctuations in the
subgrade are based on numerical method; in this paper, the
analytical method is introduced.

2.1. Basic Assumptions

(1) The initial moisture of the subgrade is stationary; the
subgrade soil is homogeneous and isotropic.
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(2) The rising and falling courses of the groundwater
table are consistent, respectively.

2.2. Continuous Rising of Groundwater Table. The rising and
falling of groundwater in the subgrade are simplified to be
a course of one-dimensional vertical seepage, and the water
movement equation can be performed:𝜕𝜃𝜕𝑡 = 𝜕𝜕𝑧 [𝐷 (𝜃) 𝜕𝜃𝜕𝑧] − 𝜕𝑘 (𝜃)𝜕𝑧 , (1)

where𝐷(𝜃) is diffusion coefficient, 𝑘(𝜃) is permeability coef-
ficient, 𝑡 is time, and 𝑧 is the height of the soil.

Boundary and initial conditions are as follows:𝜃 = 𝜃0 𝑡 = 0, 0 ≤ 𝑧 ≤ ∞,𝜃 = 𝜃𝑠 𝑡 > 0, 𝑧 = ℎ = V𝑡,𝜃 = 𝜃0 𝑡 > 0, 𝑧 = ∞, (2)

where V is rising speed of the groundwater, ℎ is rising height
of groundwater in time 𝑡. 𝜃𝑠 is saturated water content, 𝜃0 is
initial water content. Applying the Laplace transformation,
(1) is solved; 𝜃(𝑧, 𝑡) can be transformed:

𝜃 (𝑧, 𝑝) = 𝐿 (𝜃 (𝑧, 𝑡)) = ∫∞
0
𝑒−𝑝𝑡𝜃 (𝑧, 𝑡) 𝑑𝑡, (3)

and 𝜕𝜃(𝑧, 𝑡)/𝜕𝑡 and 𝜕2𝜃(𝑧, 𝑡)/𝜕𝑧2 can be transformed:

𝐿(𝜕𝜃 (𝑧, 𝑡)𝜕𝑡 ) = 𝑝𝜃 (𝑧, 𝑝) − 𝜃 (𝑧, 0) ,
𝐿 (𝜕2𝜃 (𝑧, 𝑡)𝜕𝑧2 ) = 𝑑2𝜃 (𝑧, 𝑝)𝑑𝑥2 . (4)

Equation (1) is converted to be image function ordinary
differential equation:

𝐷𝑑2𝜃 (ℎ, 𝑝)𝑑ℎ2 − 𝑝𝜃 (ℎ, 𝑝) + 𝜃0 = 0. (5)

By solving (5), 𝜃(𝑧, 𝑝) is obtained:

𝜃 (𝑧, 𝑝) = 𝑎𝑒𝑧√𝑝/𝐷 + 𝑏𝑒−𝑧√𝑝/𝐷 + 𝜃0𝑝 , (6)

where 𝑎, 𝑏 is undetermined coefficient and 𝑝 is Laplace
transformation parameters.

Substituting (2) into (6),

𝑎 = 0, 𝑏 = 𝜃𝑠 − 𝜃0𝑝 𝑒ℎ√𝑝/𝐷,
𝜃 (𝑧, 𝑝) = 𝜃𝑠 − 𝜃0𝑝 𝑒(ℎ−𝑧)√𝑝/𝐷 + 𝜃0𝑝 .

(7)

By checking the inverse Laplace transform table, the general
expressions of subgrade moisture in arbitrary time and height
under the condition of groundwater continuous rising are
obtained:𝜃 (𝑧, 𝑡) = (𝜃𝑠 − 𝜃0) erfc

𝑧 − V𝑡2√𝐷𝑡 + 𝜃0, V𝑡 ≤ 𝑧,
𝜃 (𝑧, 𝑡) = 𝜃𝑠, V𝑡 > 𝑧. (8)
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Figure 1: SWCC of sand subgrade.

2.3. Continuous Falling of Groundwater Table. The falling of
groundwater meets the water movement equation (1); the
boundary and initial conditions (2) are varied:

𝜃 = 𝜃0 𝑡 = 0, 0 ≤ 𝑧 ≤ ∞,𝜃 = 𝜃𝑠 𝑡 > 0, 𝑧 = ℎ0 − V𝑡,𝜃 = 𝜃0 𝑡 > 0, 𝑧 = ∞. (9)

The height of the initial groundwater table is ℎ0; the other
symbols are the same to (2). Substituting (9) into (6), the
general expression of subgrade moisture in arbitrary time and
height under the condition of groundwater continuous falling
is obtained:

𝜃 (𝑧, 𝑡) = (𝜃𝑠 − 𝜃0) erfc(V𝑡 + 𝑧 − ℎ02√𝐷𝑡 ) + 𝜃0. (10)

2.4. Numerical Example. There is a sand subgrade; the height
of the subgrade is 2 m, and the depth of the groundwater
table is 1 m. The rising and falling speed of groundwater
table is 0.0002 m/s, and its duration is 60 min. Soil and water
parameters are shown in Figure 1.

Design and monitor programs of the experiment are
shown in Figure 9. There are three working cases in three
model boxes.

Variation of subgrade moisture in the rising and falling
course of groundwater table can be seen in Figures 2 and
3. The numerical and analytical calculation results of sub-
grade moisture variations under groundwater fluctuations
are compared in Figure 4. As the groundwater is rising,
the capillary action of groundwater is obvious. In the tenth
minutes, capillary water rises to 0.45 m, and in the sixth ten
minutes, the capillary water rises to 1.7 m. As the groundwater
is falling, subgrade moisture in the position near the ground-
water table decreases rapidly, but it has no variations in the
position far above the groundwater table; that is, because
part of the capillary water cannot be discharged timely in
a short time and still strands in the pores. The agreement
between numerical and analytical methods solving subgrade
moisture variations under groundwater fluctuations is good.
It is reasonable and practicable using analytical method
to obtain the subgrade moisture considering groundwater
fluctuations.
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Table 1: Basic soil properties of Hongshan clay.

Natural
density/(g/cm3)

Nature water
content/%

Specific
gravity/(g/cm3)

Plastic
limit/%

Liquid
limit/%

Maximum dry
density/(g/cm3)

Optimum water
content/%

1.386 21.8 2.76 21.11 43.42 1.88 15.7
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Figure 2: Variation of subgrade moisture in the rising course of
groundwater table.
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Figure 3: Variation of subgrade moisture in the falling course of
groundwater table.

3. Laboratory Model Experiment

3.1. Laboratory Experimental Analysis for Basis Properties and
Soil-Water Features of Hongshan Clay. The experimental soil
is Hongshan clay; it is typical viscous soil. Table 1 lists its basis
physic properties. The natural water content of Hongshan clay

is close to its plastic limit and larger than its optimum water
content.

3.2. Introduction of SWCC Experiment. The SWCC exper-
iment of Hongshan clay is preparing for the laboratory
subgrade model experiment; the experimental instruments
are composed of air supply system, penetration instrument,
control panel, a constant flow rate maintain system, weighing
system, and data acquisition system. The main instruments
are shown in Figures 5 and 6.

The diameter of the sample is 5.12 cm; its height is
2.83 cm. The initial water content of the sample is 15.7%, the
compactness of the sample is 85 percent of maximum dry
density obtaining from Table 1, and the sample is saturated.
Different values (5 kPa, 10 kPa, 25 kPa, 50 kPa, 75 kPa, 100 kPa,
150 kPa, 200 kPa, 300 kPa, and 400 kPa) of air pressure are
applied progressively on the sample; the weight of discharged
water is recorded every day. The water content of the
sample is obtained by calculating the discharged water under
different air pressures. The step of pressurization, drainage,
and weighing is repeated in the process of the experiment,
and the SWCC of Hongshan clay is obtained.

The water content obtained from the experiment is mass
water content 𝜃𝑤, the conversion relation between volumetric
water content 𝜃V and mass water content 𝜃𝑤 is 𝜃V = 𝜃𝑤 ⋅𝜌, and
the SWCC represented by volumetric moisture can be got.

Normally, SWCC meets an empirical formula like V-G
model, Fredlund-Xing model, and so on. The V-G model is
used in this paper, it is

𝜃 − 𝜃𝑟𝜃𝑠 − 𝜃𝑟 = ( 11 + (𝛼ℎ)𝑛)𝑚,
(𝑚 = 1 − 1𝑛 , 0 < 𝑚 < 1) , (11)

𝑟, 𝜃, 𝑟: empirical coefficients, 𝜃𝑟: residual water content
(cm3/cm3); 𝜃𝑠: saturated water content (cm3/cm3); 𝜃: soil
water content (cm3/cm3).

The permeability function is also based on V-G model:

𝑘𝑤 = 𝑘𝑠 [1 − (𝑎𝜓(𝑛−1)) (1 + (𝑎𝜓𝑛)−𝑚)]2((1 + 𝑎𝜓)𝑛)𝑚/2 . (12)

The empirical coefficients in V-G model are got: 𝑎 =0.021 kPa−1; 𝑛 = 1.27;𝑚 = 0.2126; the saturated permeability

coefficient is 𝑘𝑠 = 4.74 × 10−9 m/s. The comparison of SWCC
got by experiment and VG model is shown in Figure 7.

3.3. Laboratory Subgrade Model Experiment. The Laboratory
subgrade model is built in a plexiglass box with a length of
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Figure 4: Comparison of numerical and analytical methods for solving subgrade moisture variations under groundwater fluctuations.

Figure 5: Outlet and evaporation correction bottle.

2.4 m, a width of 0.8 m, and a height of 1.6 m. It is divided
into 3 same boxes along the lengthwise direction, and the
filling height of soil is 0.8 m in each box. A layer of gravel is
laid at the bottom of the model to speed up the seepage of
the groundwater, which thickness is about 10 cm; permeable
geotextiles are laid at the top and bottom surface of the gravel,
and they cannot only prevent the fine-grained soils falling
into the gravel pores influencing the seepage of groundwater,
but also prevent the gravel piercing the model box during soil
compaction process.

The experiment device is composed of plexiglass box,
water tank, and measurement acquisition apparatus. Hong-
shan clay is used as subgrade/foundation filling material, and
groundwater table is controlled by adjusting the water level in
the water tank. The design process of water fluctuations is set
as 0.1 m→ 0.3 m→ 0.5 m. Experiment temperature is kept at
(25 ± 2∘C). The duration of groundwater table in each height

Figure 6: Servo flow permeameter.
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Figure 7: SWCC of Hongshan clay.

is 60 d, 100 d, and 100 d. The initial mass moisture content of
subgrade model filling is 21.5%, and its compaction degree is
85%.
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Table 2: Conversion relationship of mass and volumetric water content got from the moisture probes.

Mass water content/%
Volumetric water content got from the moisture probes/%

1-1# 1-2# 1-3# 2-1# 2-2# 2-3# 3-1# 3-2# 3-3#

18.4 31.9 30 30 30.44 29.4 30.21 26.8 27.7 27.9

19.5 33.5 33 33 30.35 29.83 31.89 33.2 29.3 29.8

21.6 35 36 34.58 35.28 33.63 34.82 34.7 32.7 33.9

23.55 38.6 38.2 36.91 37.76 36.28 39.21 36.1 35.1 36.3

24.92 39.2 40.01 39.88 39.52 39.15 40.64 38.8 38.8 39.2

Figure 8: Subgrade model.

Water content is monitored once per hour in each model
box using water content probes (accuracy = ±2%, monitor

range = 0∼100% (m3/m3)). The probes are set at 0.3 m, 0.5 m,
and 0.7 m in height. Since the data got from the water content
probes is mass water content, it is needed to be converted
to volumetric water content. The conversion relationship is
presented in Table 2.

Fitting formulas of mass and volumetric water content for
each probe are1-1#:𝑦 = 1.155𝑥 + 0.1069, 1-2#:𝑦 = 1.4618𝑥 +0.0388, 1-3#:𝑦 = 1.3612𝑥 + 0.054793,2-1#:𝑦 = 1.5178𝑥 + 0.018915, 2-2#:𝑦 = 1.5271𝑥 +0.006819, 2-3#:𝑦 = 1.651𝑥 − 0.0031,3-1#:𝑦 = 1.5182𝑥 + 0.0114, 3-2#:𝑦 = 1.631𝑥 +0.024993, 3-3#:𝑦 = 1.6998𝑥 − 0.032638,

where 𝑥 is mass water content and 𝑦 is volumetric water
content.

The subgrade model is shown in Figure 8.

Case 1 (box 1). The height of the foundation is 0.6 m; the
height of the subgrade is 0.3 m, there has no drainage
facilities.

Case 2 (box 2). The height of the foundation is 0.6 m;
the height of the subgrade is 0.3 m; and waterproof sand
cushion (about 10 cm thick) is set between the foundation and
subgrade.

Case 3 (box 3). The height of the foundation is 0.6 m; the
height of the subgrade is 0.3 m; a layer of new antidrainage

material, that is, plastic film and plastic drainage plate, is set
between foundation and subgrade.

Plastic film is used to prevent the groundwater rising into
the subgrade, and plastic drainage plate is employed as a
drainage path of water in the subgrade. Plastic film is placed
on the plastic drainage plate, which is laid on the foundation,
and they are compacted. Some drain holes are drilled in
the position of plastic drainage plate in the box, in order to
promote the discharge of groundwater. Figure 10 shows the
details of the new antidrainage material.

4. Analysis of Experiment Results

4.1. The Tendency of Moisture Variations of Subgrade Model.
Variations of subgrade moisture in model boxes 1, 2, and
3 are shown in Figure 11. In Stage 1, the groundwater table
is at the height of 0.1 m, and the variation tendency of
subgrade moisture is consistent at the height of 0.3 m in
three boxes; there are some increases in moisture at the
beginning of the experiment, but the variation rate gradually
slows as the experiment going on. At the height of 0.5 m,
which is far above the groundwater table, the moisture in
the subgrade has no variations. After a period of time, the
capillary water rises and enters into the interior of subgrade.
Subgrade moisture above the water table begins to increase
continuously in three boxes. But at the height of 0.7 m,
the subgrade moisture in boxes 2 and 3 has no variations.
That is, because the thick waterproof sand cushion and
antidrainage material are set respectively in boxes 2 and 3,
capillary water is prevented from entering the subgrade. From
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Figure 10: New antidrainage material.

the experiment result, it can be concluded that when the
groundwater table is low, thick waterproof sand cushion and
antidrainage material can play a good role in waterproof and
drainage.

In Stage 2, the groundwater table rises to the height
of 0.3 m. The moisture of the subgrade below the water
table reaches saturated moisture in three model boxes. In 1#
model box, the path of capillary water rising to the higher
subgrade is shorter than that in Stage 1. Consequently, the
subgrade moisture rises from 35.02% to 40.85% at the height
of 0.7 m. In 2# model box, waterproof sand cushion inside
the model keeps some water out of the upper subgrade.
Due to the maximum rising height of the capillary water
that is higher than the thickness of the sand cushion, the
sand cushion cannot keep all of the capillary water out of
the internal subgrade, and subgrade moisture varies from
32.85% to 34.72% at the height of 0.7 m. In 3# model box,
antidrainage material unleashes a good antidrain effect; the
subgrade moisture in the position above the material has no
variations.

In Stage 3, the groundwater table rises to 0.5 m. In 1#
model box, the subgrade moisture above the water table
has no variations, since the subgrade moisture has varied
completely in the prophase, and it would not vary at this

stage. In 2# model box, the sand cushion has no antidrainage
effect completely in this stage. Subgrade moisture varies sig-
nificantly at the height of 0.7 m. In 3# model box, the subgrade
moisture in the position above the water table still has no
variations, and it can be proved that the new antidrainage
material has good antidrainage effect.

4.2. Comparison of Numerical Calculated Subgrade Moisture
with Experimental Results. In this paper, we focus on the
subgrade moisture variations under the capillary action of the
groundwater, so we did not do any physical properties experi-
ments for the waterproof sand cushion in Case 2. Meanwhile,
it is difficult to obtain the properties and permeability of the
plastic drainage plate by conventional laboratory experiment,
so, the analysis is conducted only in Case 1.

Stage 1. Groundwater table stays at the height of 0.1 m, and its
duration is 60 d.

Stage 2. Groundwater table rises from the height of 0.1 m to
0.3 m, and its duration is 100 d.

Stage 3. Groundwater rises from the height of 0.3 m to 0.5 m,
and its duration is 100 d.
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Figure 11: Variations of subgrade moisture in model boxes 1, 2, and 3.

Comparisons of calculated subgrade moisture with
experimental results in different stages are shown in Figures
12, 13, and 14. During the process of numerical calculation
analysis, the soil water parameters are obtained by SWCC
experiment, and its results are precise and not affected
by some factors like (environment, initial water content,
compaction effects, etc.), the saturation level of the soil got
from the model experiment is less than that got from SWCC
experiment, but it does not affect the reliability to study
the vary trends of the subgrade moisture using laboratory
model experiment. The vary trends of subgrade moisture
considering groundwater fluctuations which obtained by
laboratory model experiment and numerical calculation are
consistent.

5. Conclusions

Subgrade moisture increases constantly under the capillary
action in the process of groundwater continuous rising, and

the variation of the subgrade moisture with the time is signif-
icant. In the process of the groundwater continuously falling,
the subgrade moisture decreases near the groundwater table
and has no variations far above the groundwater table.

The results obtained from the laboratory subgrade model
experiment show that sand waterproof cushion can prevent
water from entering the upper subgrade when the groundwa-
ter is low, but its blocking effect is associated with its material
properties, thickness, and the height of the groundwater table.
New antidrainage material can completely prevent capillary
water from entering the entire range of subgrade, and it has
effective antidrainage function.

Although there are many factors affecting the results in
the experimental process, a good consistence is obtained
between laboratory model experiment and numerical cal-
culation of the moisture variations in subgrade consider-
ing groundwater fluctuations. It can be concluded that the
subgrade moisture migration law can be well reflected by
laboratory subgrade model experiment.
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Figure 12: Comparison of calculated subgrade moisture with
experimental results in Stage 1.
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Figure 13: Comparison of calculated subgrade moisture with
experimental results in Stage 2.
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Figure 14: Comparison of calculated subgrade moisture with
experimental results in Stage 3.
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Mechanised longwall mining is one of the more commonly employed exploitation methods in underground mines in the north
of Spain as well as in the rest of the world. It is continuously changing and evolving, with new techniques, technology, equipment,
and face management practices and systems appearing for the purposes of improving aspects such as operational and financial
performances and, above all, the safety of the miners. Despite its importance, there are no regulations for the mining of longwall coal
seams. This work aims to contribute to an advance in the design and optimisation of the roof support in longwall mining, analysing
the stability of the roof using a method based on the resistance of materials, which considers the characteristics of the properties
of the roof materials. The influence of not only the individual elements of support but also the coalface, which is considered one
more supporting element, is investigated. The longitudinal and transverse spacings of the support and the number of walkways
constituting the exploitation panel are analysed. The proposed formulation is validated by information gathered in a mine located
in the region of Castilla-Leon.

1. Introduction

Important reserves of coal exist in Spain, which can con-
tribute to reducing the energetic dependence on other coun-
tries [1]. Though their importance has diminished gradually,
the National Plan of Strategic Reservation of Coal 2006–2012
and the New Model of Integral and Sustainable Development
of the Mining Regions [2] established a minimal level of
production to keep open the possibility of relying on the coal
in case of crisis or a considerable increase in the price of crude
oil. For Spain, this level of production was established as 9.12
million tons in 2012, and though at present the new National
Plan of Coal (2013–2018) is being developed, the principal
aim is to allow the continuity of the Spanish developments.

Obtaining the existing reserves requires using levels of
mechanisation of labour that allow economic competitive-
ness as well as safety within the context of the regulation
RGNBSM (General Regulation of Basic Procedure of Mining

safety, 1985) [3]. In this regard, methods of excavation in
longwall mining using individual hydraulic support elements
(mechanical props) have special importance (Figure 1). This
mining method is commonly used in the coal-bearing
deposits of Castilla-Leon in the north of Spain [4].

But longwall mining is not a new approach to coal
mining. In fact, the basic principles of longwall mining
have been traced back to the latter part of the 17th century,
to Shropshire and other counties in England [5]. In the
United States, longwall mining is actually 50 percent of
the underground coal production [6–8], with 49 operating
longwalls producing over 175 million tonnes per year [7].
Besides USA, among the most productive longwalls are those
in Australia and the Shenhua coalfield in China. Shenhua was
developed from a green-field site in 1992 and now has more
than seven major underground mines producing over 200
million tonnes per year. Australia has 29 operating faces with
a total longwall production of 47.5 million tonnes.
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Figure 1: Mining labour supported by individual hydraulic props.

2. Engineering Background

Longwall mining [9, 10], for panels of coal, is an exploitation
method where an extended wall of coal is mined in a sole
slice. The wall or longwall is around 150–300 m long and 1-
2 m thick, and the slab of coal that is being mined is around
1000–3500 m long and 150–300 m broad. The coal is removed
from the wall by shearing machinery, which travels back and
forth across the coalface, and load the coal onto a conveyor
belt that carries it out of the mine. The area immediately in
front of the coalface is supported by a series of hydraulic
roof supports, which temporarily hold up the roof strata and
provide a working space for the shearing machinery, the face
conveyor and of course the mines. After each slice of coal is
removed, the hydraulic roof supports, the face conveyor, and
the shearing machinery are moved forward.

From that moment, the roof immediately above the seam
is allowed to collapse into the void that is left as the face
retreats. Miners working along the coalface, operating the
machinery, are shielded from the collapsing strata by the
canopy of the hydraulic roof supports. As the roof collapses
into the goaf behind the roof supports, the fracturing and
settlement of the rocks progresses through the overlying
strata and results in sagging and bending of the near surface
rocks and in some cases subsidence of the ground above [11].

Mechanised longwall mining is ever changing and evolv-
ing with new techniques, technology, equipment, face man-
agement practices, and systems appearing as a direct means
to continually improve all aspects of operational and financial
performances [12].

Nevertheless, and in spite of the importance of this
method of exploitation, no legal regulation exists regarding
the types of support and thickness and characteristics of
the rock mass surrounding the excavation, which would
guarantee the safe functioning of these developments.

Calculation of the pressure that the working roof wall is
to exert on hydraulic props is essential for support design,
both to ensure working global stability and to avoid prop
punching on gables [13]. These two concepts are analysed in
multiple papers, as are the behaviour of the overlying rock
strata and the performance of the support. R. Singh and
T. N. Singh [14] verified the influence that the additional
load on the chock shield was exercising by the broken rock
mass in thick seams, with values of limiting span given by
the clamped and cantilever beam equations. Ju and Xu [15]

analysed the strata behaviour during the operation of great
mining height, studying the structural characteristics of key
strata (cantilever beam and/or voussoir beam) as well as the
movement law. Bilim and Özkan [16] analysed the effect of
excavation schedules on the overlying rock strata and the
supports. González-Nicieza et al. [17] and Juárez-Ferreras
et al. [18, 19] analysed the maximum pressure that the coal
hanging wall and footwall are capable of supporting, as well
as the density of the props and the conditions of the supports
they are resting on so that penetration of the props does not
occur.

This work tries to contribute to an advance in the design
and optimisation of the roof support in longwall mining,
analysing the stability of the roof with a method based on the
resistance of materials [20] from the characteristics of the roof
materials.

In addition, two very important aspects of the safety and
the productivity of the exploitation have been considered: the
dimensions and the number of walkways of the panel. The
width of the rear walkway at waist level needs to be considered
from an ergonomic aspect to allow for lamps and self-rescuers
worn by underground personnel. The horizontal dimension
across an average person’s waist is between 620 and 700 mm,
so a rear walkway width of ≥750 mm at waist height is
required to permit ergonomically effective passage of people
along the face so their productivity is not unnecessarily
impeded [12]. The number of walkways impacts the safety of
the panels and their productivity due to the fact that it pro-
duces variations in the bending moment and deflection laws.

3. Exposition of the Problem

It is considered as a longwall exploitation (Figure 2) if the
two dimensions according to the 𝑋 and 𝑍 axes are very
large in comparison with the height or dimension along the𝑌 axis. For simplicity, in this paper we consider a length
of the workshop 𝑏 to be equal to 1 m in the 𝑍 direction.
The supporting hydraulic elements divide the panel into
sections or spans; in each span, the following characteristics
are considered constants:

(i) length: 𝐿 𝑖 (m);

(ii) Young’s modulus: 𝐸𝑖 (Pa);

(iii) thickness: 𝑒𝑖 (m);

(iv) load: 𝑞𝑖 (N/m).
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In addition, it is considered that the stiffness 𝑘𝑒 of
the supporting elements can be different and it is possible
that there exist other supporting elements with stiffness 𝐾𝑠,
for example, keys of wood, the coalface, or the protection
rock mass between two panels. So, each span, besides the
properties previously indicated, presents the following:

(i) stiffness of the uniform support: 𝐾𝑠𝑖 (Pa);

(ii) stiffness of the props:𝐾𝑒𝑖 (Pa).

Along with these assumptions is imposed the restriction
that within each span the roof rock is perfectly elastic,
homogeneous, and isotropic and the neutral axis coincides
with the centre line of the thickness.

Considering each roof of a span as a beam subjected to
a uniformly distributed load, 𝑞𝑖, acting in the principal plane
of the symmetric cross-section (Figure 3), the deflection of
this roof is described through a differential equation of fourth
degree [20]:

𝐾𝑡𝑖 ⋅ 𝑦𝐼𝑉𝑖 + 𝐾𝑠𝑖 ⋅ 𝑦𝑖 = 𝑞𝑖, (1)

where 𝑦𝑖 is the deflection in each point and 𝐾𝑡𝑖 is a constant
given by the expression 𝐾𝑡𝑖 = 𝐸𝑖 ⋅ 𝐼𝑖. with 𝐼𝑖 the moment of
inertia.

The solution of the differential equation (1) is given by

𝑦𝑖 (𝑥) = 𝑒𝐾𝑖 ⋅𝑥 ⋅ (𝐴 𝑖 ⋅ cos𝐾𝑖 ⋅ 𝑥 + 𝐵𝑖 ⋅ sin𝐾𝑖 ⋅ 𝑥)+ 𝑒−𝐾𝑖 ⋅𝑥 ⋅ (𝐶𝑖 ⋅ cos𝐾𝑖 ⋅ 𝑥 + 𝐷𝑖 ⋅ sin𝐾𝑖 ⋅ 𝑥) + 𝑦𝑝𝑖,
(2)

where 𝐾𝑖 and 𝑦𝑝𝑖 are given by the expressions 𝐾𝑖 = (𝐾𝑠𝑖/𝐾𝑡𝑖)0.25, and 𝑦𝑝𝑖 = 𝑞𝑖/𝐾𝑠𝑖, respectively, and 𝐴 𝑖, 𝐵𝑖, 𝐶𝑖, and 𝐷𝑖,
are constants that must be determined using the boundary

conditions, which constitute the unknown quantities of the
problem.

Once the deflection is obtained, the angle of rotation at
any point of the panel is given by the first derivative of the
deflection (𝜃𝑖(𝑥) = 𝑦󸀠𝑖 (𝑥)):

𝜃𝑖 (𝑥) = 𝐾𝑖 ⋅ 𝑒𝐾𝑖 ⋅𝑥⋅ [(𝐴 𝑖 + 𝐵𝑖) ⋅ cos𝐾𝑖 ⋅ 𝑥 + (−𝐴𝑖 + 𝐵𝑖) ⋅ sin𝐾𝑖 ⋅ 𝑥]+ 𝐾𝑖 ⋅ 𝑒−𝐾𝑖 ⋅𝑥⋅ [(−𝐶𝑖 + 𝐷𝑖) ⋅ cos𝐾𝑖 ⋅ 𝑥 − (𝐶𝑖 + 𝐷𝑖) ⋅ sin𝐾𝑖 ⋅ 𝑥] .
(3)

The bending moment (𝑀𝑖(𝑥) = 𝐾𝑡𝑖 ⋅ 𝑦󸀠󸀠𝑖 (𝑥)) and the shear

force (𝑉𝑖(𝑥) = −𝐾𝑡𝑖 ⋅ 𝑦󸀠󸀠󸀠𝑖 (𝑥)) at every point of the panel are
given by (4) and (5), respectively:𝑀𝑖 (𝑥)= 𝐾𝑡𝑖 ⋅ [2 ⋅ 𝐾2𝑖 ⋅ 𝑒𝐾𝑖 ⋅𝑥 ⋅ (𝐵𝑖 ⋅ cos𝐾𝑖 ⋅ 𝑥 − 𝐴 𝑖 ⋅ sin𝐾𝑖 ⋅ 𝑥)

+ 2 ⋅ 𝐾2𝑖 ⋅ 𝑒−𝐾𝑖 ⋅𝑥⋅ (−𝐷𝑖 ⋅ cos𝐾𝑖 ⋅ 𝑥 + 𝐶𝑖 ⋅ sin𝐾𝑖 ⋅ 𝑥) ] ,
(4)

𝑉𝑖 (𝑥)= −𝐾𝑡𝑖⋅ {2 ⋅ 𝐾3𝑖 ⋅ 𝑒𝐾𝑖 ⋅𝑥⋅ [(−𝐴 𝑖 + 𝐵𝑖) ⋅ cos𝐾𝑖 ⋅ 𝑥 − (𝐴 𝑖 + 𝐵𝑖) ⋅ sin𝐾𝑖 ⋅ 𝑥]
+ 2 ⋅ 𝐾3𝑖 ⋅ 𝑒−𝐾𝑖 ⋅𝑥⋅ [(𝐶𝑖 + 𝐷𝑖) ⋅ cos𝐾𝑖 ⋅ 𝑥 + (−𝐶𝑖 + 𝐷𝑖) ⋅ sin𝐾𝑖 ⋅ 𝑥] } .

(5)

As mentioned previously, once the equations that define the
problem have been established, it is necessary to determine
the boundary conditions (null deflections and null rotations
at the ends of the panel) and the conditions of compatibility
(equal deflections, rotations, and bending moments in the
points between spans) in order to know the constants 𝐴 𝑖, 𝐵𝑖,𝐶𝑖, and𝐷𝑖.

For this purpose, the panel has been analysed in the
phase of take-off by two configurations commonly used in the
mines of Castilla-León, with two walkways (panel type 1) and
with one walkway (panel type 2).

(i) Panel type 1 has two walkways, three elements of
support, and six spans (Figure 4), the first and last
spans being supported elastically by the coalface;

(ii) Panel type 2 has one walkway, two elements of
support, and five spans (Figure 5), and as in the
previous case, the first and last spans are supported
elastically by the coalface.
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Figure 4: Panel type 1.
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Figure 5: Panel type 2.

The application of the boundary and compatibility con-
ditions gives rise to the system of (6); where 𝑛 will be 6 for
panel type 1 and 5 the panel type 2.

𝑦1 (𝑥0) = 0,𝑦󸀠1 (𝑥0) = 0,𝑦𝑖 (𝑥𝑖) = 𝑦𝑖+1 (𝑥𝑖) , 𝑖 = 1, 2, . . . , 𝑛 − 1,
𝑦󸀠𝑖 (𝑥𝑖) = 𝑦󸀠𝑖+1 (𝑥𝑖) , 𝑖 = 1, 2, . . . , 𝑛 − 1,

𝐾𝑡𝑖 ⋅ 𝑦󸀠󸀠𝑖 (𝑥𝑖) = 𝐾𝑡𝑖+1 ⋅ 𝑦󸀠󸀠𝑖+1 (𝑥𝑖) , 𝑖 = 1, 2, . . . , 𝑛 − 1,𝐾𝑡𝑖 ⋅ 𝑦󸀠󸀠󸀠1 (𝑥1) = 𝐾𝑡𝑖+1 ⋅ 𝑦󸀠󸀠󸀠2 (𝑥1)𝐾𝑡𝑖 ⋅ 𝑦󸀠󸀠󸀠𝑖 (𝑥𝑖) − 𝐾𝑡𝑖+1 ⋅ 𝑦󸀠󸀠󸀠1+1 (𝑥𝑖) = 𝐾𝑒𝑖 ⋅ 𝑦𝑖 (𝑥𝑖) ,𝑖 = 2, . . . , 𝑛 − 2,
𝐾𝑡𝑛−1 ⋅ 𝑦󸀠󸀠󸀠𝑛−1 (𝑥𝑛−1) = 𝐾𝑡𝑛 ⋅ 𝑦󸀠󸀠󸀠𝑛 (𝑥𝑛−1) ,𝑦𝑛 (𝑥𝑛) = 0,𝑦󸀠𝑛 (𝑥𝑛) = 0,

(6)

where

𝑥𝑖 = 𝑖∑
𝑗=1

𝐿 𝑖, 𝑖 = 1, 2, . . . , 𝑛. (7)

Replacing the values of the deflection and its derivatives in
(6) and expressing the system in matrix form, the following
is obtained: 𝑀 ⋅ 𝑈 = 𝐵, (8)

where the transposed matrix of 𝑈 is given by

𝑇𝑈 = [ 𝑇𝑈1 𝑇𝑈2 ⋅ ⋅ ⋅ 𝑇𝑈𝑛] , (9)

where

𝑇𝑈𝑖 = [𝐴 𝑖 𝐵𝑖 𝐶𝑖 𝐷𝑖] , 𝑖 = 1, 2, . . . , 𝑛. (10)

Therefore, the not null elements of the matrices 𝑀(4𝑛×4𝑛) ={𝑚𝑖𝑗} and 𝐵(4𝑛×1) = {𝑏𝑖} are obtained (the Appendix) for the
panel type 1. In panel type 2, the matrixes 𝑀 and 𝐵 are equal
to the first type in its first 14 rows, with the last ones also
being equal with the exception of the following changes of
indexes: indexes 5 and 6 of the problem type 1 transform into
the indexes 4 and 5, respectively, of the problem type 2.

4. Calculating the Factor of Safety of the
Workshop

Once the efforts have been calculated, it is possible to
calculate the factor of safety (FS) of the panel dividing the
tensile strength of each section (𝜎𝑡(𝑥)) for the normal stress(𝜎(𝑥)) (14). If this coefficient is bigger than one, the roof
of the panel is capable of supporting the stresses to which
it is subjected, and, therefore, the work is realised in safe
conditions.

To calculate this FS in each section of the roof, the shear
stress (11) and the bending stress (12) are calculated as follows:

𝜏 (𝑥) = 4 ⋅ 𝑉 (𝑥)3 ⋅ 𝑒 ⋅ 𝑏 , (11)

𝜎𝑓 (𝑥) = 6 ⋅ 𝑀 (𝑥)𝑏 ⋅ 𝑒2 . (12)

From (11) and (12), the normal stress is calculated as

𝜎 (𝑥) = 0.5 ⋅ [𝜎𝑓 (𝑥) + √𝜎2𝑓 (𝑥) + 4 ⋅ 𝜏2 (𝑥)] . (13)

Once the stresses are calculated, the FS is given by

FS = 𝜎𝑡 (𝑥)𝜎 (𝑥) . (14)

5. Practical Case

A panel in the take-off phase is analysed with two config-
urations commonly used in the mines of Castilla-León and
more specifically in the Feixolin mine [17], with two walkways
(panel type 1) and with one walkway (panel type 2). Figures
4 and 5 show that in the phase of take-off, the first and last
spans rest elastically on the coal, whereas the halfway sections

rest on siltstone with an apparent density of 2.75 t/m3. The
hydraulic props are of the type EA 25 manufactured by
Salzgitter and reach a maximum extend length of 2.5 m.
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Figure 6: Deflection.

To calculate the stiffness of the siltstone, the pressures
obtained in the penetration test are considered, and to
calculate the stiffness of the props [21], the load-deformation
curves from the load plate test are used. All of these cal-
culations were for the Feixolin mine [17]. Table 1 shows the
properties used in the analysis.

One of the most important parameters from the safety
point of view as well as in terms of accessibility is the
deflection of the roof. In this case, it is considered that
negative values of the deflection are equivalent to an increase
of the deflection and vice versa.

As it is observed in Figure 6 for both configurations
analysed, there is a symmetrical deflection from the centre
with a shape very similar to that of a bifixed beam, though in
this case the curve does not increase progressively to reach a
maximum deflection in the centre. On the contrary, several
segments are distinguished in the curve. These segments
coincide with the changes of spans of the panel. The first and
last spans (1 and 6 in panel type 1 and 1 and 5 in panel type 2)
present an increase of the deflection reaching the maximum
at the edge of the span, that is, at the edge of the elastic
support. These maximum values of deflection are −3.98 mm
for panel type 1 and −4.39 mm for panel type 2. At this point,
the presence of hydraulic props produces a decrease in the
value of the deflection, even from negative values that indicate
that the roof turns down to positive values at spans 3 and 4
of panel type 1. These positive values are due to the pressure
in the opposite direction to the deflection, which is realised
by the supports. The deflection descends to 0.31 mm being
null in the middle of the workshop. On the contrary, in panel
type 2, the decrease of the deformation is constant until the
minimum is reached in the middle point of span 3, with
0.96 mm.

In any case, the deflection of the roof can be considered
low and barely affects working conditions.

The fall of the roof, that is, the increase of its deflection,
depends directly on the stiffness of the hydraulic props. As it
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Figure 7: Deflection with stiffness of props 100 times minors.

is observed in Figure 7, with a stiffness of the props 100 times
less, similar curves are obtained. Nevertheless, the values of
deflection in the ends of the first spans are major (−5.35 mm).
On the other hand, the decrease of this deflection is minor not
reaching positive values at any time. This is due to the fact that
in these conditions the capacity of support is for the roof and
not for the hydraulic props.

On the contrary, considering an increase in the stiffness
of the hydraulic props, it does not suppose a change over the
results obtained in the initial conditions (Figure 6). This is
because the stiffness of the props initially is so big compared
to the stiffness of the rest of the materials that an increase of
its value does not produce any effect.
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Table 1: Properties of the materials in each section or span.

Section 1
siltstone

Section 2
siltstone

Section 3
siltstone

Section 4
siltstone

Section 5
siltstone

Section 6
siltstone

Length of span (m) 1.25 1.25 1.25 1.25 1.25 1.25

Thickness (m) 1.5 1.5 1.5 1.5 1.5 1.5

Young’s modulus (MPa) 3550 3550 3550 3550 3550 3550

Load (kN/m) 17200 17200 17200 17200 17200 17200

Supporting stiffness (MPa/m) 47.8 47.8 47.8 47.8 47.8 47.8

Tensile strength (MPa) 4.24 4.24 4.24 4.24 4.24 4.24

Prop number 1 2 3

Prop stiffness (MPa/m) 1500 1500 1500

Spacing of props (m) 0.55 0.55 0.55

The bending moment (Figure 8) shows symmetrical
curves to the deflection ones. In this case, the maximum
values for panels type 1 and type 2 are 5.05 kNm and
5.38 kNm, respectively. The maximum values are at the edges
of the elastic supports, whereas the minimum values occur at
the points of placement of the hydraulic props.

In this case, a decrease of the stiffness of the props does
not produce a change in the shape of the curves and only
produces small variations in the maximum values obtained
(panel type 1: 5.24 kNm, and panel type 2: 5.50 kNm).

A change in the materials of the roof does not alter
the shape of the curve, but it modifies the maximum and
minimum values, which does not happen with the deflection.
This behaviour is due to how the bending moment is obtained
(4), multiplying the second derivative of the deflection by a
constant for each section, 𝐾𝑡𝑖. For spans of equal thickness,𝐾𝑡𝑖 is directly proportional to Young’s modulus of the material
of the span.

The representation of the rotation angle of the spans
produces symmetrical curves from the centre of the panel, as
much in the case of type 1 as type 2. In Figure 9, it is observed
that the use of props produces fluctuations in the rotation,
but always reaching lower values to those presented for zones
close to the extremes. The maximum rotation is around 4.79
radians in panel type 1 and 5 radians in panel type 2.

The shear force (Figure 10) presents jumps of values in
those spans where the hydraulic props are placed. These
maximum values (in absolute value) are in the second and
last and the values reached as much in panel type 1 as in panel
type 2 are very similar and around 20 kN.

Although most of the parameters shown in Table 1
depend on the type of rock, there are some of them that can
vary. The type of support, hence its stiffness (Figure 6), as
well as the length of the spans, is a compromise between the
safety and the productivity of the panel. While the depth of
the panel, that is, the load per unit of length, will increase over
time, the exploitation advances.

A decrease in the length of the spans (Figure 11) decreases
the value of all the parameters analysed: deflection, rotation
angle, bending moment, and shear force. However, decreas-
ing this value means, on the one hand, placing a bigger
number of props, thus increasing the cost of production, and
on the other reduce the space step for miners. In any case,

this length cannot be less than 0.75 m considering all the
equipment that the miners wear around their body.

An increase in the length of the spans increases the value
of all parameters and specifically the value of the deflection.
So it is necessary to find a compromise between length and
safety/productivity.

With the advance in the exploitation, the depth of the
panels grows and therefore the load on spans increases. This
increase results in a greater deflection of the roof (Figure 12)
and also an increase of the bending moment and of the shear
force.

The analysed parameters, and specifically the shear force
and the bending moment, let us know one of the most
important points in the design of a panel of longwall: the FS.
In the two examples with the properties shown in Table 1, the
values of the FS are bigger than 5. That is to say, the studied
mine is safe for this design. Nevertheless, it is possible to
determine in what spans and in what type of panel a minor
FS is produced.

From (14), it is possible to deduce that the FS is directly
proportional to the tensile strength and inversely propor-
tional to the sum of the bending moment and the shear force.
The variation of the values of the bending moment and shear
force (Figures 8 and 10) indicates that the most critical points,
in the analysis of the safety, are at the edges of the elastic
supports (the borders of the first and last span).

The influence of the distribution of the props, their
stiffness, or the number of walkways in the panel over the
FS has been analysed. Nevertheless, unless extreme values
were used, the FS scarcely varied in its value. On the contrary,
changes in the properties of the materials, and especially
changes in the Young’s modulus, produce great variations in
the FS.

6. Conclusions

(i) The calculation of the stability of roofs in longwall
mining can be resolved by employing the classic
resistance of materials.

(ii) In addition, because the calculation process is very
fast, it is possible to design a more appropriate roof
support for a specific longwall mining workshop, to
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Figure 8: Bending moment.
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Figure 9: Rotation angle.

know the behaviour of the roof as a support element,
and to analyse the influence and capacity of the
individual support elements and the effect of their
longitudinal and transverse spacing.

(iii) While the most influential factor in the deflection
of the roof is the stiffness of the props, the bending
moment depends directly on the properties of the
materials and specifically on their Young’s modulus.

(iv) In all cases, the disposition of two walkways in the
panel against one walkway reduces the maximum
values of the parameters analysed with the exception
of the shear force. In any case, these maximum values
are placed, for both configurations analysed, in the
second and last but one sections. So, these sections are
critical in the analysis of the FS.

(v) Finally, the variables that have most influence in the
FS, are undoubtedly the depth of the panel and above
all the changes in the properties of the rock mass of
the roof.

7. Highlights

(i) Analyse the influence that the dimensions and the
number of walkways of the panel have on the stability
of the roof.

(ii) Study the influence of not only the individual ele-
ments of support but also the coalface, which is
considered one more supporting element.

(iii) Analyse the configuration of the support (longitudi-
nal and transverse spacing) in longwall mining.

(iv) Know in a simple way the safety factor for a workshop.
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Figure 10: Shear force.
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Figure 11: Deflection versus length of spans.

Appendix

The not null elements of the matrices 𝑀(24×24) = {𝑚𝑖𝑗} and𝐵(24×1) = {𝑏𝑖} of the problem type 1 are as follows.

Row 1.

𝑚1,1 = 𝑚1,3 = 1,𝑏1 = − 𝑦𝑝1. (A.1)

Row 2.

𝑚2,1 = 𝑚2,2 = 𝑚2,4 = 1,𝑚2,3 = − 1. (A.2)
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Figure 12: Deflection versus depth of the panel.

Row 3.

𝑚3,1 = 𝑒𝐾1𝑥1 ⋅ cos𝐾1𝑥1,𝑚3,2 = 𝑒𝐾1𝑥1 ⋅ sin𝐾1𝑥1,𝑚3,3 = 𝑒−𝐾1𝑥1 ⋅ cos𝐾1𝑥1,𝑚3,4 = 𝑒−𝐾1𝑥1 ⋅ sin𝐾1𝑥1,𝑚3,5 = −𝑒𝐾2𝑥1 ⋅ cos𝐾2𝑥1,𝑚3,6 = − 𝑒𝐾2𝑥1 ⋅ sin𝐾2𝑥1,𝑚3,7 = −𝑒−𝐾2𝑥1 ⋅ cos𝐾2𝑥1,
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𝑚3,8 = −𝑒−𝐾2𝑥1 ⋅ sin𝐾2𝑥1,𝑏3 = 𝑦𝑝2 − 𝑦𝑝1.
(A.3)

Row 4.

𝑚4,1 = 𝐾1𝑒𝐾1𝑥1 (cos𝐾1𝑥1 − sin𝐾1𝑥1) ,𝑚4,2 = 𝐾1𝑒𝐾1𝑥1 (cos𝐾1𝑥1 + sin𝐾1𝑥1) ,𝑚4,3 = −𝐾1𝑒−𝐾1𝑥1 (cos𝐾1𝑥1 + sin𝐾1𝑥1) ,𝑚4,4 = 𝐾1𝑒−𝐾1𝑥1 (cos𝐾1𝑥1 − sin𝐾1𝑥1) ,𝑚4,5 = −𝐾2𝑒𝐾2𝑥1 (cos𝐾2𝑥1 − sin𝐾2𝑥1) ,𝑚4,6 = −𝐾2𝑒𝐾2𝑥1 (cos𝐾2𝑥1 + sin𝐾2𝑥1) ,𝑚4,7 = 𝐾2𝑒−𝐾2𝑥1 (cos𝐾2𝑥1 + sin𝐾2𝑥1) ,𝑚4,8 = −𝐾2𝑒−𝐾2𝑥1 (cos𝐾2𝑥1 − sin𝐾2𝑥1) .

(A.4)

Row 5.

𝑚5,1 = − 2𝐾21𝑒𝐾1𝑥1 sin𝐾1𝑥1,𝑚5,2 = 2𝐾21𝑒𝐾1𝑥1 cos𝐾1𝑥1,𝑚5,3 = 2𝐾21𝑒−𝐾1𝑥1 sin𝐾1𝑥1,𝑚5,4 = − 2𝐾21𝑒−𝐾1𝑥1 cos𝐾1𝑥1,𝑚5,5 = 2𝐾22𝑒𝐾2𝑥1 sin𝐾2𝑥1,𝑚5,6 = − 2𝐾22𝑒𝐾2𝑥1 cos𝐾2𝑥1,𝑚5,7 = − 2𝐾22𝑒−𝐾2𝑥1 sin𝐾2𝑥1,𝑚5,8 = 2𝐾22𝑒−𝐾2𝑥1 cos𝐾2𝑥1.

(A.5)

Row 6.

𝑚6,1 = − 2𝐾31𝑒𝐾1𝑥1 (cos𝐾1𝑥1 + sin𝐾1𝑥1) ,𝑚6,2 = 2𝐾31𝑒𝐾1𝑥1 (cos𝐾1𝑥1 − sin𝐾1𝑥1) ,𝑚6,3 = 2𝐾31𝑒−𝐾1𝑥1 (cos𝐾1𝑥1 − sin𝐾1𝑥1) ,𝑚6,4 = 2𝐾31𝑒−𝐾1𝑥1 (cos𝐾1𝑥1 + sin𝐾1𝑥1) ,𝑚6,5 = 2𝐾32𝑒𝐾2𝑥1 (cos𝐾2𝑥1 + sin𝐾2𝑥1) ,𝑚6,6 = − 2𝐾32𝑒𝐾2𝑥1 (cos𝐾2𝑥1 − sin𝐾2𝑥1) ,𝑚6,7 = − 2𝐾32𝑒−𝐾2𝑥1 (cos𝐾2𝑥1 − sin𝐾2𝑥1) ,𝑚6,8 = − 2𝐾32𝑒−𝐾2𝑥1 (cos𝐾2𝑥1 + sin𝐾2𝑥1) .

(A.6)

Row 7.

𝑚7,5 = 𝑒𝐾2𝑥2 ⋅ cos𝐾2𝑥2,𝑚7,6 = 𝑒𝐾2𝑥2 ⋅ sin𝐾2𝑥2,𝑚7,7 = 𝑒−𝐾2𝑥2 ⋅ cos𝐾2𝑥2,𝑚7,8 = 𝑒−𝐾2𝑥2 ⋅ sin𝐾2𝑥2,𝑚7,9 = −𝑒𝐾3𝑥2 ⋅ cos𝐾3𝑥2,𝑚7,10 = − 𝑒𝐾3𝑥2 ⋅ sin𝐾3𝑥2,𝑚7,11 = − 𝑒−𝐾3𝑥2 ⋅ cos𝐾3𝑥2,𝑚7,12 = − 𝑒−𝐾3𝑥2 ⋅ sin𝐾3𝑥2,𝑏7 = 𝑦𝑝3 − 𝑦𝑝2.

(A.7)

Row 8.

𝑚8,5 = 𝐾2𝑒𝐾2𝑥2 (cos𝐾2𝑥2 − sin𝐾2𝑥2) ,𝑚8,6 = 𝐾2𝑒𝐾2𝑥2 (cos𝐾2𝑥2 + sin𝐾2𝑥2) ,𝑚8,7 = −𝐾2𝑒−𝐾2𝑥2 (cos𝐾2𝑥2 + sin𝐾2𝑥2) ,𝑚8,8 = 𝐾2𝑒−𝐾2𝑥2 (cos𝐾2𝑥2 − sin𝐾2𝑥2) ,𝑚8,9 = −𝐾3𝑒𝐾3𝑥2 (cos𝐾3𝑥2 − sin𝐾3𝑥2) ,𝑚8,10 = −𝐾3𝑒𝐾3𝑥2 (cos𝐾3𝑥2 + sin𝐾3𝑥2) ,𝑚8,11 = 𝐾3𝑒−𝐾3𝑥2 (cos𝐾3𝑥2 + sin𝐾3𝑥2) ,𝑚8,12 = −𝐾3𝑒−𝐾3𝑥2 (cos𝐾3𝑥2 − sin𝐾3𝑥2) .

(A.8)

Row 9.

𝑚9,5 = − 2𝐾22𝑒𝐾2𝑥2 sin𝐾2𝑥2,𝑚9,6 = 2𝐾22𝑒𝐾2𝑥2 cos𝐾2𝑥2,𝑚9,7 = 2𝐾22𝑒−𝐾2𝑥2 sin𝐾2𝑥2,𝑚9,8 = − 2𝐾22𝑒−𝐾2𝑥2 cos𝐾2𝑥2,𝑚9,9 = 2𝐾23𝑒𝐾3𝑥2 sin𝐾3𝑥2,𝑚9,10 = − 2𝐾23𝑒𝐾3𝑥2 cos𝐾3𝑥2,𝑚9,11 = − 2𝐾23𝑒−𝐾3𝑥2 sin𝐾3𝑥2,𝑚9,12 = 2𝐾23𝑒−𝐾3𝑥2 cos𝐾3𝑥2.

(A.9)
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Row 10.

𝑚10,5 = −2𝐾𝑡2𝐾32𝑒𝐾2𝑥2 (cos𝐾2𝑥2 + sin𝐾2𝑥2)− 𝐾𝑒1𝑒𝐾2𝑥2 cos𝐾2𝑥2,𝑚10,6 = 2𝐾𝑡2𝐾32𝑒𝐾2𝑥2 (cos𝐾2𝑥2 − sin𝐾2𝑥2)− 𝐾𝑒1𝑒𝐾2𝑥2 sin𝐾2𝑥2,𝑚10,7 = 2𝐾𝑡2𝐾32𝑒−𝐾2𝑥2 (cos𝐾2𝑥2 − sin𝐾2𝑥2)− 𝐾𝑒1𝑒−𝐾2𝑥2 cos𝐾2𝑥2,𝑚10,8 = 2𝐾𝑡2𝐾32𝑒−𝐾2𝑥2 (cos𝐾2𝑥2 + sin𝐾2𝑥2)− 𝐾𝑒1𝑒−𝐾2𝑥2 sin𝐾2𝑥2,𝑚10,9 = 2𝐾𝑡3𝐾33𝑒𝐾3𝑥2 (cos𝐾3𝑥2 + sin𝐾3𝑥2) ,𝑚10,10 = −2𝐾𝑡3𝐾33𝑒𝐾3𝑥2 (cos𝐾3𝑥2 − sin𝐾3𝑥2) ,𝑚10,11 = −2𝐾𝑡3𝐾33𝑒−𝐾3𝑥2 (cos𝐾3𝑥2 − sin𝐾3𝑥2) ,𝑚10,12 = −2𝐾𝑡3𝐾33𝑒−𝐾3𝑥2 (cos𝐾3𝑥2 + sin𝐾3𝑥2) ,𝑏10 = 𝐾𝑒1𝑦𝑝3.

(A.10)

Row 11.

𝑚11,9 = 𝑒𝐾3𝑥3 ⋅ cos𝐾3𝑥3,𝑚11,10 = 𝑒𝐾3𝑥3 ⋅ sin𝐾3𝑥3,𝑚11,11 = 𝑒−𝐾3𝑥3 ⋅ cos𝐾3𝑥3,𝑚11,12 = 𝑒−𝐾3𝑥3 ⋅ sin𝐾3𝑥3,𝑚11,13 = −𝑒𝐾4𝑥3 ⋅ cos𝐾4𝑥3,𝑚11,14 = −𝑒𝐾4𝑥3 ⋅ sin𝐾4𝑥3,𝑚11,15 = −𝑒−𝐾4𝑥3 ⋅ cos𝐾4𝑥3,𝑚11,16 = −𝑒−𝐾4𝑥3 ⋅ sin𝐾4𝑥3,𝑏11 = 𝑦𝑝4 − 𝑦𝑝3.

(A.11)

Row 12.

𝑚12,9 = 𝐾3𝑒𝐾3𝑥3 (cos𝐾3𝑥3 − sin𝐾3𝑥3) ,𝑚12,10 = 𝐾3𝑒𝐾3𝑥3 (cos𝐾3𝑥3 + sin𝐾3𝑥3) ,𝑚12,11 = −𝐾3𝑒−𝐾3𝑥3 (cos𝐾3𝑥3 + sin𝐾3𝑥3) ,𝑚12,12 = 𝐾3𝑒−𝐾3𝑥3 (cos𝐾3𝑥3 − sin𝐾3𝑥3) ,𝑚12,13 = −𝐾4𝑒𝐾4𝑥3 (cos𝐾4𝑥3 − sin𝐾4𝑥3) ,𝑚12,14 = −𝐾4𝑒𝐾4𝑥3 (cos𝐾4𝑥3 + sin𝐾4𝑥3) ,

𝑚12,15 = 𝐾4𝑒−𝐾4𝑥3 (cos𝐾4𝑥3 + sin𝐾4𝑥3) ,𝑚12,16 = −𝐾4𝑒−𝐾4𝑥3 (cos𝐾4𝑥3 − sin𝐾4𝑥3) .
(A.12)

Row 13.

𝑚13,9 = − 2𝐾23𝑒𝐾3𝑥3 sin𝐾3𝑥3,𝑚13,10 = 2𝐾23𝑒𝐾3𝑥3 cos𝐾3𝑥3,𝑚13,11 = 2𝐾23𝑒−𝐾3𝑥3 sin𝐾3𝑥3,𝑚13,12 = − 2𝐾23𝑒−𝐾3𝑥3 cos𝐾3𝑥3,𝑚13,13 = 2𝐾24𝑒𝐾4𝑥3 sin𝐾4𝑥3,𝑚13,14 = − 2𝐾24𝑒𝐾4𝑥3 cos𝐾4𝑥3,𝑚13,15 = − 2𝐾24𝑒−𝐾4𝑥3 sin𝐾4𝑥3,𝑚13,16 = 2𝐾24𝑒−𝐾4𝑥3 cos𝐾4𝑥3.

(A.13)

Row 14.

𝑚14,9 = −2𝐾𝑡3𝐾33𝑒𝐾3𝑥3 (cos𝐾3𝑥3 + sin𝐾3𝑥3)− 𝐾𝑒2𝑒𝐾3𝑥3 cos𝐾3𝑥3,𝑚14,10 = 2𝐾𝑡3𝐾33𝑒𝐾3𝑥3 (cos𝐾3𝑥3 − sin𝐾3𝑥3)− 𝐾𝑒2𝑒𝐾3𝑥3 sin𝐾3𝑥3,𝑚14,11 = 2𝐾𝑡3𝐾33𝑒−𝐾3𝑥3 (cos𝐾3𝑥3 − sin𝐾3𝑥3)− 𝐾𝑒2𝑒−𝐾3𝑥3 cos𝐾3𝑥3,𝑚14,12 = 2𝐾𝑡3𝐾33𝑒−𝐾3𝑥3 (cos𝐾3𝑥3 + sin𝐾3𝑥3)− 𝐾𝑒2𝑒−𝐾3𝑥3 sin𝐾3𝑥3,𝑚14,13 = 2𝐾𝑡4𝐾34𝑒𝐾4𝑥3 (cos𝐾4𝑥3 + sin𝐾4𝑥3) ,𝑚14,14 = −2𝐾𝑡4𝐾34𝑒𝐾4𝑥3 (cos𝐾4𝑥3 − sin𝐾4𝑥3) ,𝑚14,15 = −2𝐾𝑡4𝐾34𝑒−𝐾4𝑥3 (cos𝐾4𝑥3 − sin𝐾4𝑥3) ,𝑚14,16 = −2𝐾𝑡4𝐾34𝑒−𝐾4𝑥3 (cos𝐾4𝑥3 + sin𝐾4𝑥3) ,𝑏14 = 𝐾𝑒2𝑦𝑝3.

(A.14)

Row 15.

𝑚15,13 = 𝑒𝐾4𝑥4 ⋅ cos𝐾4𝑥4,𝑚15,14 = 𝑒𝐾4𝑥4 ⋅ sin𝐾4𝑥4,𝑚15,15 = 𝑒−𝐾4𝑥4 ⋅ cos𝐾4𝑥4,𝑚15,16 = 𝑒−𝐾4𝑥4 ⋅ sin𝐾4𝑥4,
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𝑚15,17 = −𝑒𝐾5𝑥4 ⋅ cos𝐾5𝑥4,𝑚15,18 = −𝑒𝐾5𝑥4 ⋅ sin𝐾5𝑥4,𝑚15,19 = −𝑒−𝐾5𝑥4 ⋅ cos𝐾5𝑥4,𝑚15,20 = −𝑒−𝐾5𝑥4 ⋅ sin𝐾5𝑥4,𝑏15 = 𝑦𝑝5 − 𝑦𝑝4.
(A.15)

Row 16.𝑚16,13 = 𝐾4𝑒𝐾4𝑥4 (cos𝐾4𝑥4 − sin𝐾4𝑥4) ,𝑚16,14 = 𝐾4𝑒𝐾4𝑥4 (cos𝐾4𝑥4 + sin𝐾4𝑥4) ,𝑚16,15 = −𝐾4𝑒−𝐾4𝑥4 (cos𝐾4𝑥4 + sin𝐾4𝑥4) ,𝑚16,16 = 𝐾4𝑒−𝐾4𝑥4 (cos𝐾4𝑥4 − sin𝐾4𝑥4) ,𝑚16,17 = −𝐾5𝑒𝐾5𝑥4 (cos𝐾5𝑥4 − sin𝐾5𝑥4) ,𝑚16,18 = −𝐾5𝑒𝐾5𝑥4 (cos𝐾5𝑥4 + sin𝐾5𝑥4) ,𝑚16,19 = 𝐾5𝑒−𝐾5𝑥4 (cos𝐾5𝑥4 + sin𝐾5𝑥4) ,𝑚16,20 = −𝐾5𝑒−𝐾5𝑥4 (cos𝐾5𝑥4 − sin𝐾5𝑥4) .

(A.16)

Row 17. 𝑚17,13 = − 2𝐾24𝑒𝐾4𝑥4 sin𝐾4𝑥4,𝑚17,14 = 2𝐾24𝑒𝐾4𝑥4 cos𝐾4𝑥4,𝑚17,15 = 2𝐾24𝑒−𝐾4𝑥4 sin𝐾4𝑥4,𝑚17,16 = − 2𝐾24𝑒−𝐾4𝑥4 cos𝐾4𝑥4,𝑚17,17 = 2𝐾25𝑒𝐾5𝑥4 sin𝐾5𝑥4,𝑚17,18 = − 2𝐾25𝑒𝐾5𝑥4 cos𝐾5𝑥4,𝑚17,19 = − 2𝐾25𝑒−𝐾5𝑥4 sin𝐾5𝑥4,𝑚17,20 = 2𝐾25𝑒−𝐾5𝑥4 cos𝐾5𝑥4.

(A.17)

Row 18.𝑚18,13 = −2𝐾𝑡4𝐾34𝑒𝐾4𝑥4 (cos𝐾4𝑥4 + sin𝐾4𝑥4)− 𝐾𝑒3𝑒𝐾4𝑥4 cos𝐾4𝑥4,𝑚18,14 = 2𝐾𝑡4𝐾34𝑒𝐾4𝑥4 (cos𝐾4𝑥4 − sin𝐾4𝑥4)− 𝐾𝑒3𝑒𝐾4𝑥4 sin𝐾4𝑥4,𝑚18,15 = 2𝐾𝑡4𝐾34𝑒−𝐾4𝑥4 (cos𝐾4𝑥4 − sin𝐾4𝑥4)− 𝐾𝑒3𝑒−𝐾4𝑥4 cos𝐾4𝑥4,𝑚18,16 = 2𝐾𝑡4𝐾34𝑒−𝐾4𝑥4 (cos𝐾4𝑥4 + sin𝐾4𝑥4)− 𝐾𝑒3𝑒−𝐾4𝑥4 sin𝐾4𝑥4,

𝑚18,17 = 2𝐾𝑡5𝐾35𝑒𝐾5𝑥4 (cos𝐾5𝑥4 + sin𝐾5𝑥4) ,𝑚18,18 = −2𝐾𝑡5𝐾35𝑒𝐾5𝑥4 (cos𝐾5𝑥4 − sin𝐾5𝑥4) ,𝑚18,19 = −2𝐾𝑡5𝐾35𝑒−𝐾5𝑥4 (cos𝐾5𝑥4 − sin𝐾5𝑥4) ,𝑚18,20 = −2𝐾𝑡5𝐾35𝑒−𝐾5𝑥4 (cos𝐾5𝑥4 + sin𝐾5𝑥4) ,𝑏18 = 𝐾𝑒3𝑦𝑝4.
(A.18)

Row 19.

𝑚19,17 = 𝑒𝐾5𝑥5 ⋅ cos𝐾5𝑥5,𝑚19,18 = 𝑒𝐾5𝑥5 ⋅ sin𝐾5𝑥5,𝑚19,19 = 𝑒−𝐾5𝑥5 ⋅ cos𝐾5𝑥5,𝑚19,20 = 𝑒−𝐾5𝑥5 ⋅ sin𝐾5𝑥5,𝑚19,21 = −𝑒𝐾6𝑥5 ⋅ cos𝐾6𝑥5,𝑚19,22 = −𝑒𝐾6𝑥5 ⋅ sin𝐾6𝑥5,𝑚19,23 = −𝑒−𝐾6𝑥5 ⋅ cos𝐾6𝑥5,𝑚19,24 = −𝑒−𝐾6𝑥5 ⋅ sin𝐾6𝑥5,𝑏19 = 𝑦𝑝6 − 𝑦𝑝5.

(A.19)

Row 20.

𝑚20,17 = 𝐾5𝑒𝐾5𝑥5 (cos𝐾5𝑥5 − sin𝐾5𝑥5) ,𝑚20,18 = 𝐾5𝑒𝐾5𝑥5 (cos𝐾5𝑥5 + sin𝐾5𝑥5) ,𝑚20,19 = −𝐾5𝑒−𝐾5𝑥5 (cos𝐾5𝑥5 + sin𝐾5𝑥5) ,𝑚20,20 = 𝐾5𝑒−𝐾5𝑥5 (cos𝐾5𝑥5 − sin𝐾5𝑥5) ,𝑚20,21 = −𝐾6𝑒𝐾6𝑥5 (cos𝐾6𝑥5 − sin𝐾6𝑥5) ,𝑚20,22 = −𝐾6𝑒𝐾6𝑥5 (cos𝐾6𝑥5 + sin𝐾6𝑥5) ,𝑚20,23 = 𝐾6𝑒−𝐾6𝑥5 (cos𝐾6𝑥5 + sin𝐾6𝑥5) ,𝑚20,24 = −𝐾6𝑒−𝐾6𝑥5 (cos𝐾6𝑥5 − sin𝐾6𝑥5) .

(A.20)

Row 21.

𝑚21,17 = − 2𝐾25𝑒𝐾5𝑥5 sin𝐾5𝑥5,𝑚21,18 = 2𝐾25𝑒𝐾5𝑥5 cos𝐾5𝑥5,𝑚21,19 = 2𝐾25𝑒−𝐾5𝑥5 sin𝐾5𝑥5,𝑚21,20 = − 2𝐾25𝑒−𝐾5𝑥5 cos𝐾5𝑥5,𝑚21,21 = 2𝐾26𝑒𝐾6𝑥5 sin𝐾6𝑥5,
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𝑚21,22 = − 2𝐾26𝑒𝐾6𝑥5 cos𝐾6𝑥5,𝑚21,23 = − 2𝐾26𝑒−𝐾6𝑥5 sin𝐾6𝑥5,𝑚21,24 = 2𝐾26𝑒−𝐾6𝑥5 cos𝐾6𝑥5.
(A.21)

Row 22.𝑚22,17 = − 2𝐾35𝑒𝐾5𝑥5 (cos𝐾5𝑥5 + sin𝐾5𝑥5) ,𝑚22,18 = 2𝐾35𝑒𝐾5𝑥5 (cos𝐾5𝑥5 − sin𝐾5𝑥5) ,𝑚22,19 = 2𝐾35𝑒−𝐾5𝑥5 (cos𝐾5𝑥5 − sin𝐾5𝑥5) ,𝑚22,20 = 2𝐾35𝑒−𝐾5𝑥5 (cos𝐾5𝑥5 + sin𝐾5𝑥5) ,𝑚22,21 = 2𝐾36𝑒𝐾6𝑥5 (cos𝐾6𝑥5 + sin𝐾6𝑥5) ,𝑚22,22 = − 2𝐾36𝑒𝐾6𝑥5 (cos𝐾6𝑥5 − sin𝐾6𝑥5) ,𝑚22,23 = − 2𝐾36𝑒−𝐾6𝑥5 (cos𝐾6𝑥5 − sin𝐾6𝑥5) ,𝑚22,24 = − 2𝐾36𝑒−𝐾6𝑥5 (cos𝐾6𝑥5 + sin𝐾6𝑥5) .

(A.22)

Row 23. 𝑚23,21 = 𝑒𝐾6𝑥6 ⋅ cos𝐾6𝑥6,𝑚23,22 = 𝑒𝐾6𝑥6 ⋅ sin𝐾6𝑥6,𝑚23,23 = 𝑒−𝐾6𝑥6 ⋅ cos𝐾6𝑥6,𝑚23,24 = 𝑒−𝐾6𝑥6 ⋅ sin𝐾6𝑥6,𝑏23 = − 𝑦𝑝6.
(A.23)

Row 24.𝑚24,21 = 𝑒𝐾6𝑥6 (cos𝐾6𝑥6 − sin𝐾6𝑥6) ,𝑚24,22 = 𝑒𝐾6𝑥6 (cos𝐾6𝑥6 + sin𝐾6𝑥6) ,𝑚24,23 = −𝑒−𝐾6𝑥6 (cos𝐾6𝑥6 + sin𝐾6𝑥6) ,𝑚24,24 = 𝑒−𝐾6𝑥6 (cos𝐾6𝑥6 − sin𝐾6𝑥6) .
(A.24)
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Joints often have important effects on seepage and elastic properties of jointed rock mass and therefore on the rock slope stability.
In the present paper, a model for discrete jointed network is established using contact-free measurement technique and geometrical
statistic method. A coupled mathematical model for characterizing anisotropic permeability tensor and stress tensor was presented
and finally introduced to a finite element model. A case study of roadway stability at the Heishan Metal Mine in Hebei Province,
China, was performed to investigate the influence of joints orientation on the anisotropic properties of seepage and elasticity of
the surrounding rock mass around roadways in underground mining. In this work, the influence of the principal direction of the
mechanical properties of the rock mass on associated stress field, seepage field, and damage zone of the surrounding rock mass was
numerically studied. The numerical simulations indicate that flow velocity, water pressure, and stress field are greatly dependent on
the principal direction of joint planes. It is found that the principal direction of joints is the most important factor controlling the
failure mode of the surrounding rock mass around roadways.

1. Introduction

Underground mining has been considered a high-risk activ-
ity worldwide. Violent roof failure or rock burst induced
by mining has always been a serious threat to the safety
and efficiency of mines in China. Accurate and detailed
characterization for rock masses can control stable excavation
spans, support requirements, cavability, and subsidence char-
acteristics, and thus influence the design of mining layouts
and safety of mines. Rock mass is a geologic body composing
of the discontinuities which have a critical influence on
deformational behavior of blocky rock systems [1]. The
mechanical behavior of this material depends principally on
the state of intact rock whose mechanical properties could
be determined by laboratory tests and existing discontinuities
containing bedding planes, faults, joints, and other structural
features. The distributions and strength of these discontinu-
ities are both the key influencing factors for characterizing the
discontinuous and anisotropic materials. Amadei [2] pointed
out the importance of anisotropy of jointed rock mass and
discussed the interaction existing between rock anisotropy

and rock stress. Because of computational complexity and the
difficulty of determining the necessary elastic constants, it
is usual for only the simplest form of anisotropy, transverse
isotropy, to be used in design analysis [3]. The key work is to
study the principal direction of elasticity or permeability and
then assume the jointed rock mass as transversely isotropic
geomaterial.

Extensive efforts have been made to investigate the
mechanical response of transversely anisotropic rock mate-
rial. Zhang and Sanderson [4] used the fractal dimension
to describe the connectivity and compactness of fracture
network and found that the deformability and the overall
permeability of fractured rock masses increase greatly with
increasing fracture density. By using the artificial transversely
isotropic rock blocks, the mechanical properties with differ-
ent dip angles were obtained by Tien and Tsao [5]. Brosch
et al. [6] evaluated the fabric-dependent anisotropy of a
particular gneiss by studying the strength values and elastic
parameters along different directions. Exadaktylos and Kaklis
[7] presented the explicit representations of stresses and
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strains at any point of the anisotropic circular disc com-
pressed diametrically. The stress concentration in uniaxial
compression for a plane strain model was investigated, and a
formulation of failure criteria for elastic-damage and elastic-
plastic anisotropic geomaterials is formed by Exadaktylos [8].
A methodology to determine the equivalent elastic properties
of fractured rock masses was established by explicit represen-
tations of stochastic fracture systems [9], and the conditions
for the application of the equivalent continuum approach
for representing mechanical behavior of the fractured rock
masses were investigated. Such anisotropy has an effect on
the interpretation of stress distributions. Amadei’s results
indicate that an anisotropy ratio (damaged elastic modulus
to intact elastic modulus) of between 1.14 and 1.33 will have
a definite effect on the interpreted in situ state of stress
[10]. Hakala et al. [11] concluded that the anisotropy ratio of
Finland rock specimens is about 1.4 and suggested to be taken
into account in the interpretation of stress measurement
results.

Moreover, in rock engineering like mining and tunnel
engineering, interactions between in situ stress and seepage
pressure of groundwater have an important role. Groundwa-
ter under pressure in the joints defining rock blocks reduces
the normal effective stress between the rock surfaces and
therefore reduces the potential shear resistance which can be
mobilized by friction. Since rock behavior may be determined
by its geohydrological environment, it may be essential
in some cases to maintain close control of groundwater
conditions in the mine area. Therefore, accurate description
of joints is an important topic for estimating and evaluating
the deformability and seepage properties of rock masses.

Many researchers have done a lot of studies on the
seepage and anisotropic mechanical behaviors of the jointed
rock mass. Using homogeneous samples like granite or
basalt, Witherspoon et al. [12] investigated and defined
the permeability by fracture aperture in a closed fracture.
Based on geometrical statistics, Oda [13] has studied and
determined the crack tensor of moderately jointed granite
by treating statistically the crack orientation data via a
stereographic projection. Using Oda’s method, Sun and Zhao
[14] determined the anisotropy in permeability using the
fracture orientation and the in situ stress information from
the field survey. For fractured rock system, attempts have
been made by Jing et al. [15–18] and Bao et al. [19] to
investigate the permeability. Using UDEC code, Jing et al.
studied the permeability of discrete fracture network, such
as the existence of REV in [15], relations between fracture
length and aperture in [16] or stress effect on permeability in
[17], or solute transport in [18]. Bao et al. [19] have discussed
the mesh effect on effective permeability for a fractured
system using the upscaled permeability field. It would help
the workers to spend less computational effort and memory
requirement to investigate effective permeability. The key for
determining deformation modulus and hydraulic parameters
is to study representative elementary volume (REV) and
scale effects of fractured rock mass [9, 20–22]. However, the
difficulty of testing jointed rock specimens, at scales sufficient
to represent the equivalent continuum, indicated that it is
necessary to postulate and verify methods of synthesizing

rock mass properties from those of the constituent elements
like intact rock and fractures.

Although great progress has been made, it is difficult
to study the anisotropic deformation of large-scale rock
mass, ground water permeability change, and interaction
between stress and seepage due to the geological complexity
of discontinuities. Qiao et al. [23] have pointed out that the
rock mass which is not highly fractured and has only few sets
of joint system usually behaves anisotropically. However, the
mechanical properties directionality of highly jointed rock
mass is usually ignored. In particular, since the limitation
of mesh generation, the numerical method can hardly deal
with the highly jointed specimens. The discontinuity like fault
could be treated as specific boundary. An effective solution
should be found to characterize the influence of joints on the
rock mass.

In this paper, based on equivalent continuum theory and
theoretical analysis, a mathematical model for anisotropic
property of seepage and elasticity of jointed rock mass is
described. A permeability analysis code is developed to
evaluate the anisotropic permeability for DFN model based
on VC++ 6.0 in this paper. The DFN model could be
analyzed to evaluate the REV size and anisotropic property
of permeability, which would provide important evidence
for the finite element model. The outline is as follows. First,
3D images involving detailed geometrical properties of rock
mass, such as trace lengths, outcrop areas, joint orientations,
and joint spacing, were captured using ShapMetriX3D sys-
tem. According to the statistical parameters for each set of
discontinuities, fracture network is generated using Monte
Carlo method, and jointed rock samples in different sections
could be captured. Next, permeability tensors and elasticity
tensors of rock mass of the sample are calculated by discrete
medium seepage method and geometrical damage theory,
respectively. Finally, using the finite element method (FEM),
an anisotropic mechanical model for rock mass is built. An
engineering practice of roadway stability at the Heishan Metal
Mine, in Hebei Iron and Steel Group Mining Company, is
described. Then the stress and seepage fields surrounding
the roadway were numerically simulated. On the basis of
the modeled results, the influences of joint planes on stress,
seepage, and damage zone were analyzed. It is expected
throughout this study to gain an insight into the influences
of discontinuities on the mechanical behavior of rock mass
and offer some scientific evidence for the design of mining
layouts or support requirements.

2. Generation of a Fracture System Model by
ShapeMetriX3D

Traditional methods for rock mass structural parameters in
mining engineering applications include scanline surveying
[24] and drilling core method [25]. The process generally
requires physical contact with rock mass exposure and there-
fore is hazardous. Additionally, taking manual measurements
is time consuming and prone to errors due to sampling diffi-
culties or instrument errors. ShapeMetriX3D is a tool for the
geological and geotechnical data collection and assessment
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Figure 1: Imaging principle of the 3D surface measurement.

for rock masses [26]. The equipment is used for the metric
acquisition of rock and terrain surfaces and for the contact-
free measurement of geological/geotechnical parameters by
metric 3D images. The images are captured using Nikon
D80 camera with 22.3 megapixel. As shown in Figure 1, two
images are acquired to reproduce the 3D rock mass face.
Details information related to the measurements is reported
in [27] by Gaich et al. The measurements could be taken at
any required number and extent, even in regions that are
not accessible. During measuring process, two digital images
taken by a calibrated camera serve for a 3D reconstruction
of the rock face geometry which is represented on the com-
puter by a photorealistic spatial characterization as shown
in Figure 1. From it, measurements are taken by marking
visible rock mass features, such as spatial orientations of joint
surfaces and traces, as well as areas, lengths, or positions.
Finally, the probability statistical models of discontinuities
are established. It is generally applied in the typical situations
such as long rock faces at small height and rock slopes
with complex geometries [28]. Almost any rock face can
be reconstructed at its optimum resolution by using this
equipment and its matching software. By using this system
we can increase working safety, reduce mapping time, and
improve data quality.

In order to accurately represent rock discontinuities,
ShapeMetriX3D (3GSM) in this paper is used for the metric
acquisition of rock mass exposure and for the contact-free
measurement of geological parameters by metric 3D images.
Stereoscopic photogrammetry deals with the measurement of
three-dimensional information from two images showing the
same object or surface but taken from two different angles,
just as shown in Figure 1.

From the determined orientation between the two images
and a pair of corresponding image points 𝑃1(𝑢, V) and𝑃2(𝑢, V), imaging rays (colored in red) are reconstructed

E
S

H
Pro le I-I

Figure 2: Geological mapping and geometric measurements of
stereoscopic restructuring model.

whose intersection leads to a 3D surface point 𝑃 (𝑋, 𝑌, 𝑍).
By automatic identification of corresponding points within
the image pair, the result of the acquisition is a metric 3D
image that covers the geometry of the rock exposure. Once
the image of a rock wall is ready, geometric measurements
can be taken as shown in Figure 2. There are a total of three
groups of discontinuities in this bench face.

Figure 3 is facilitated to show the 3-dimensional distri-
bution of the trace along the section of Profile I-I from the
stereoscopic model shown in Figure 2. The height of this
rock face is approximately 5.0 m with a distance of 2.0 m
perpendicular to the trace. The measured orientation in a
hemispherical plot could also be captured as in Figure 4(a).
Figure 4(b) shows the results of the distribution of joints.

The generated 3D rock face is about 5 m × 5 m with a high
resolution enough to distinguish the fractures. According to
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the survey results, the geologic data like joint density, dip
angle, trace length, and spacing can be acquired. Baghbanan
and Jing [16] generated the DFN models whose orientations
of fracture sets followed the Fisher distribution. In this
paper, four different probability statistical models are used
to generate the DFN models. The dip angle, dip direction,
trace length, and spacing all follow one particular probability
statistical model. Table 1 shows the basic information about
the fracture system parameters. Type I of the probability
statistical model in Table 1 stands for negative exponential
distribution, Type II for normal distribution, Type III for
logarithmic normal distribution, and Type IV for uniform
distribution. Based on the probability models, the particular
fracture network could be generated using Monte Carlo
method [29, 30].

3. Constitutive Relation of
Anisotropic Rock Mass

Due to the existence of joints and cracks, the mechanical
properties (Young’s modulus, Poisson’s ratio, strength, etc.)
of rock masses are generally heterogeneous and anisotropic.
Three preconditions should be confirmed in this section:
(i) anisotropy of rock mass is mainly caused by IV or V-
class structure or rock masses containing a large number of
discontinuities; (ii) rock masses according to (i) could be
treated as homogeneous and anisotropic elastic material; (iii)
seepage tensor and damage tensor of rock mass with multiset
of joints could be captured by the scale of representative
elementary volume (REV).

3.1. Stress Analysis. Elasticity represents the most common
constitutive behavior of engineering materials, including
many rocks, and it forms a useful basis for the description of
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Figure 4: Stereographic plot and the distribution of total three sets
of joints.

more complex behavior. The most general statement of linear
elastic constitutive behavior is a generalized form of Hooke’
Law, in which any strain component is a linear function of all
the stress components; that is,𝜀𝑖𝑗 = [S] 𝜎𝑖𝑗, (1)

where [S] is the flexibility matrix, 𝜀𝑖𝑗 is the strain, and 𝜎𝑖𝑗 is
the stress.

Many underground excavation design analyses involving
openings where the length to cross-section dimension ratio
is high are facilitated considerably by the relative simplicity
of the excavation geometry. In this section, the roadway is
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Table 1: Characteristics of 3 sets of discontinuities for the slope exposure.

Set Density

(m−1)

Fracture characteristics

Dip direction (∘) Dip angle (∘) Trace length (m) Spacing (m)

Type
Mean
value

Standard
deviation

Type
Mean
value

Standard
deviation

Type
Mean
value

Standard
deviation

Type
Mean
value

Standard
deviation

1# 1.2 II 90.73 13.88 III 71.24 15.05 II 0.86 0.23 IV 0.83 0.75

2# 1.3 II 289.96 22.89 IV 59.85 8.4 II 0.89 0.28 IV 0.76 0.73

3# 3.3 III 189.05 14.55 III 55.29 13.35 II 0.85 0.25 IV 0.3 0.31

Z

X

Y

O

Figure 5: A diagrammatic sketch for underground excavation.

uniform cross section along the length and could be properly
analyzed by assuming that the stress distribution is the same
in all planes perpendicular to the long axis of the excavation
(Figure 5). Thus, this problem could be analyzed in terms of
plane geometry.

The state of stress at any point can be defined in terms
of the plane components of stress (𝜎11, 𝜎22, and 𝜎12) and
the components (𝜎33, 𝜎23, and 𝜎31). In this research, the 𝑍
direction is assumed to be a principal axis and the antiplane

shear stress components would vanish. The plane geometric
problem could then be analyzed in terms of the plane
components of stress since the 𝜎33 component is frequently
neglected. Equation (1), in this case, may be recast in the form

[[
𝜀11𝜀22𝜀12]] = [S] [𝜎]

=
[[[[[[[[[[

1𝐸1 − ]231𝐸3 −(]12𝐸1 + ]231𝐸3 ) 0
−(]12𝐸1 + ]231𝐸3 ) 1𝐸1 − ]231𝐸3 0

0 0 2 (1 + V12)𝐸1

]]]]]]]]]]
× [[

𝜎11𝜎22𝜎12]] ,
(2)

where [S] is the flexibility matrix of the material under plane

strain conditions. The inverse matrix [S]−1 (or [E]) could be
expressed in the form

[[
𝜎11𝜎22𝜎12]] = [E] [𝜀] =

[[[[[[[[[[[

𝐸21 (𝐸3 − 𝐸1V231)Δ −𝐸21 (𝐸3V21 + 𝐸1V231)Δ 0
−𝐸21 (𝐸3V21 + 𝐸1V231)Δ 𝐸21 (𝐸1V231 − 𝐸3)Δ 0

0 0 𝐸12 (1 + V12)

]]]]]]]]]]]
[[
𝜀11𝜀22𝜀12]] , (3)

where Δ is expressed as follows:

Δ = −𝐸1𝐸3 + 𝐸1𝐸3V221 + 𝐸21V231 + 𝐸21V231 + 2𝐸21V21V231. (4)

The moduli 𝐸1 and 𝐸3 and Poisson’s ratios V31 and
V12 could be provided by uniaxial strength compression or
tension in 1 (or 2) and 3 directions.

The mechanical tests including laboratory and in situ
tests for rock masses in large scale can hardly capture

the elastic properties directly. Hoek-Brown criterion [31–
33] could calculate the mechanical properties of weak rocks
masses by introducing the Geological Strength Index (GSI).
Nevertheless, the anisotropic properties cannot be captured
using this criterion, and thus the method for analyzing
anisotropy of jointed rock mass needs a further study.

In this paper, the original joint damage in rock mass
is considered as macro damage field. In elastic damage
mechanics, the elastic modulus of the jointed material may
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Figure 6: Fracture network schematic diagram in seepage area.
MN and M󸀠N󸀠 are the constant head boundaries with the hydraulic
head of ℎ𝑏1 and ℎ𝑏2 respectively; MM󸀠 and NN󸀠 are the impervious
boundaries with flow 𝑉 of zero.

degrade and the Young’s modulus of the damaged element is
defined as follows [34]:

𝐸 = 𝐸0 (1 − 𝐷) , (5)

where D represents the damage variable and E and 𝐸0 are
the elastic moduli of the damaged and intact rock samples,
respectively. In this equation, all parameters are scalar.

With the geometric information of the fracture sample,
the damage tensor [35] could be defined as

𝐷𝑖𝑗 = 𝑙𝑉 𝑁∑
𝑘=1

𝛼(𝑘) (𝑛(𝑘) ⊗ 𝑛(𝑘)) , (𝑖, 𝑗 = 1, 2, 3) , (6)

where N is the number of joints, l is the minimum spacing

between joints, V is the volume of rock mass, n(𝑘) is the

normal vector of the kth joint, and a(𝑘) is the trace length of
the kth joint (for 2 dimensions).

According to the principal of energy equivalence [36], the
flexibility matrix for the jointed rock sample can be obtained
as

𝑆󸀠𝑖𝑗 = (1 − 𝐷𝑖)−1𝑆𝑖𝑗(1 − 𝐷𝑗)−1, (7)

where 𝑆𝑖𝑗 is the flexibility matrix for intact rock;𝐷𝑖 and𝐷𝑗 are
the principal damage values in 𝑖 and 𝑗 directions, respectively.
For plane strain geometric problem, the constitutive relation,
where the coordinates and principal damage have the same
direction, could be expressed as follows:

[[
𝜎11𝜎22𝜎12]] =

[[[[[[[[[[[

𝐸0 (V0 − 1) (𝐷1 − 1)22V20 + V0 − 1 −𝐸0V0 (𝐷1 − 1) (𝐷2 − 1)2V20 + V0 − 1 0
−𝐸0V0 (𝐷1 − 1) (𝐷2 − 1)2V20 + V0 − 1 𝐸0 (V0 − 1) (𝐷2 − 1)22V20 + V0 − 1 0

0 0 𝐸0 (𝐷1 − 1) (𝐷2 − 1)2 (1 + V0)

]]]]]]]]]]]
[[
𝜀11𝜀22𝜀12]] , (8)

where 𝐸0 is the Young’s modulus of intact rock and V0 is
Poisson’s ratio for intact rock.

The parameters could be easily captured by laboratory
tests. Equation (7) gives the principal damage values 𝐷1 and𝐷2. Based on geometrical damage mechanics, all elements
in this matrix could be obtained by the method mentioned
previously, and the anisotropic constitutive relation of jointed
rock sample could finally be confirmed.

3.2. Seepage Analysis. The seepage parameters of rock mass
are quantized form of permeability and also are the basis
to solve seepage field of equivalent continuous medium.
Based on the attribute of fractured rock mass and by taking
engineering design into account, fractured rock mass is often
considered to be anisotropic continuous medium. In the
fracture network shown in Figure 6, a total number of𝑁 cross

points or water heads and 𝑀 line elements are contained.
Parameters can be obtained with the model such as water
head, the related line elements, equivalent mechanical fissure
width, seepage coefficient, and so on. The corresponding
coordinates of each point could be acquired. For a fluid flow
analysis based on the law of mass conservation, the fluid
equations on a certain water head take the form [37]

(𝑁󸀠∑
𝑗=1

𝑞𝑗)
𝑖

+ 𝑄𝑖 = 0, (𝑖 = 1, 2, . . . , 𝑁) , (9)

where 𝑞𝑗 is the quantity of flow from line element 𝑗 to water

head 𝑖, 𝑁󸀠 is the total number of line elements intersect at i,
and𝑄𝑖 is the fluid source term. In the joint network, each line
element would be assigned a length 𝑙𝑗 and fissure width 𝑏𝑗 to
investigate the permeability.
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According to the hydraulic theory [38], for a single
joint seepage, the flow quantity 𝑞𝑗 of line element 𝑗 can be
expressed as

𝑞𝑗 = 𝜌𝑏3𝑗12 𝜇 ⋅ Δℎ𝑗𝑙𝑗 , (10)

whereΔℎ𝑗 is the hydraulic gradient, 𝜇 is the coefficient of flow
viscosity, 𝜌 is the density of water, and 𝑏𝑗 is the fissure width
of joint. On the basis of (9) and (10), the governing equations
can be represented as (11) for seepage in fracture network

(𝑁󸀠∑
𝑗=1

𝜌𝑏3𝑗12 𝜇 ⋅ Δℎ𝑗𝑙𝑗 )
𝑖

+ 𝑄𝑖 = 0. (11)

Based on the discrete fracture network method [39], an
equivalent continuum model for seepage has been established
[28, 40, 41]. The hydraulic conductivity can be acquired based
on Darcy’s Law on the basis of water quantity in the network
(see (12)).

Boundary conditions in the model shown in Figure 6 are
as follows:

(a) MN and M󸀠N󸀠 as the constant head boundary;

(b) MM󸀠 and NN󸀠 as the impervious boundary with flow𝑉 of 0.

Then the hydraulic conductivity can be defined as

𝐾 = Δ𝑞 ⋅ 𝑀󸀠𝑀Δ𝐻 ⋅𝑀𝑁 , (12)

where Δ𝑞 is the total quantity of water in the model region

(m2⋅s−1), Δ𝐻 is the water pressure difference between inflow
and outflow boundaries (m), K is the equivalent hydraulic

conductivity coefficient in the MM󸀠 direction (m⋅s−1), and
MN and M󸀠M are the side lengths of the region (m).

Based on Biot equations [42], the steady flow model is
given by

𝐾𝑖𝑗∇2𝑝 = 0, (13)

where𝐾𝑖𝑗 is the hydraulic conductivity and p is the hydraulic
pressure. For plane problems, the dominating equation of
seepage flow is as follows in (14). The direction of joint
planes is considered to be the principal direction of hydraulic
conductivity

𝐾𝑖𝑗 = [𝐾11 𝐾12𝐾21 𝐾22] . (14)

3.3. Coupling Mechanism of Seepage and Stress

3.3.1. Seepage Inducted by Stress. The coupling action
between seepage and stress makes the failure mechanism
of rock complex. The investigations on this problem have
pervasive theoretical meaning and practical value. The
principal directions associated with the symmetric crack
tensor are coaxial with those of the permeability tensor.

Joint plane 

1

1

3 3

1
3

Y

X
O

K22

K11

Z (2)

Figure 7: The relationship between planes of joints and the principal
stress direction.

The first invariant of the crack tensor is proportional to the
mean permeability, while the deviatoric part is related to
the anisotropic permeability [13]. Generally, the change of
stress which is perpendicular to the joints plane is the main
factor leading to the increase or decrease of the ground water
permeability. In the numerical model, seepage is coupled
to stress describing the permeability change induced by
the change of the stress field. The coupling function can be
described as follows as given by Louis [43]:

𝐾𝑓 = 𝐾0𝑒−𝛽𝜎, (15)

where𝐾𝑓 is the current groundwater hydraulic conductivity,𝐾0 is the initial hydraulic conductivity, 𝜎 is the stress perpen-
dicular to the joints plane, and 𝛽 is the coupling parameter
(stress sensitive factor to be measured by experiment) that
reflects the influence of stress. The larger 𝛽 is, the greater the
range of stress induced the permeability [44].

3.3.2. Stress Inducted by Seepage. On the basis of generalized
Terzaghi’s effective stress principle [45], the stress equilibrium
equation could be expressed as follows for the water-bearing
jointed specimen: 𝜎𝑖𝑗 = 𝐸𝑖𝑗𝑘𝑙𝜀𝑘𝑙 − 𝛼𝑖𝑗𝑃𝛿𝑖𝑗, (16)

where 𝜎𝑖𝑗 is the total stress tensor, 𝐸𝑖𝑗𝑘𝑙 is the elastic tensor of
the solid phase, 𝜀𝑘𝑙 is the strain tensor,𝛼𝑖𝑗 is a positive constant
which is equal to 1 when individual grains are much more
incompressible than the grain skeleton, P is the hydraulic
pressure, and 𝛿𝑖𝑗 is the Kronecker delta function.

3.4. Coordinate Transformation. Generally, planes of joints
are inclined at an angle to the major principal stress direction
as shown in Figure 7. In establishing these equations, the X,
Y, and 1, 3 axes are taken to have the same Z (2) axis, and the
angel 𝜃 is measured from the 𝑥 to the 1 axis.
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Figure 8: The rock mass exposure of northern slope in Heishan open pit mine.

Considering the hydraulic pressure needs no coordinate
transformation, and (16) will be expressed as

[[
𝜎11𝜎22𝜏12]] = [T𝜎]

−1 [E] [T𝜀] [[
𝜀11𝜀22𝛾12]] − 𝛼𝑖𝑗 [[

𝑃𝑃0]]𝛿𝑖𝑗, (17)

where [T𝜎]−1 is the reverse matrix for stress coordinates
transformation and [T𝜀] is the strain coordinates transforma-
tion matrix, and they can be expressed as follows:

[T𝜎]−1 = [[
cos2𝜃 sin2𝜃 −2 cos 𝜃 sin 𝜃
sin2𝜃 cos2𝜃 2 sin 𝜃 cos 𝜃

sin 𝜃 cos 𝜃 − sin 𝜃 cos 𝜃 cos2𝜃 − sin2𝜃]] ,

[T𝜀] = [[
cos2𝜃 sin2𝜃 cos 𝜃 sin 𝜃
sin2𝜃 cos2𝜃 − sin 𝜃 cos 𝜃−2 sin 𝜃 cos 𝜃 2 sin 𝜃 cos 𝜃 cos2𝜃 − sin2𝜃]] .

(18)

Similarly, the coordinate transformation form can be
expressed as

𝐾11 = 𝐾󸀠11 + 𝐾󸀠222 + 𝐾󸀠11 − 𝐾󸀠222 cos 2𝜃,
𝐾12 = 𝐾21 = −𝐾󸀠11 − 𝐾󸀠222 sin 2𝜃,

𝐾22 = 𝐾󸀠11 + 𝐾󸀠222 − 𝐾󸀠11 − 𝐾󸀠222 cos 2𝜃,
(19)

where 𝐾󸀠11 is the hydraulic conductivity coefficient along the

distribution direction of joint planes, 𝐾󸀠22 is perpendicular
to the distribution direction, and 𝜃 is measured from the
coordinate system 𝑥 to the optimal direction of permeability.

4. A Case Study

4.1. Description of the Area under Study. The model described
above is applied to evaluate the seepage field and stress field of
jointed rock roadway in the Heishan Metal Mine (Figure 8).
The mine is located in Chengde city, Hebei province, in north-
ern China. Heishan Metal Mine has transferred from open pit
mining to underground mining since 2009. The deformation
and stability of the roadways for mining the hanging-wall ore
become the key technique issue. The elevation of the crest of
the slope is 920 m. The roadway in the research is in 674 m
level of the high northern slope. The rock mass is mainly
composed of anorthosite and norite in the northern slope
area. The anisotropic properties of seepage and stress field will
be discussed in detail.

4.2. Capture of Joint Network. Depending on the 3D contact-
free measuring system, discontinuities on the exposure could
be easily captured. The collection process for the geology
information of northern slope in Heishan Metal Mine has
been discussed previously. A 3D fracture network of rock
mass could be obtained using the Monte Carlo method by
analyzing the statistical parameters (Figure 9(a)). Finally, the
fracture network is generated and expanded to the roadway,
and the fracture network perpendicular to the center line of
roadway, could be easily captured (Figure 9(b)).

4.3. Permeability Investigation. According to the symmetry of
geometry, the method for solving the hydraulic conductivity
coefficient in different directions of fracture network is
presented to save computational time [41].

Rotated every 15∘ clockwise and exerted certain water
pressure on the boundary shown in Figure 10, the hydraulic
conductivity coefficient of verticaldirection 𝐾[90], 75∘ direc-

tion 𝐾[75], 60∘ direction 𝐾[60], 45∘ direction 𝐾[45], 30∘ direc-

tion 𝐾[30], and 15∘ direction 𝐾[15] could be acquired, respec-
tively. Then the permeability tensors by fracture parameters
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Figure 9: Joint network based on the statistical data using Monte Carlo method. (a) 3D joint network in rock mass; (b) profile with 10 m edge
length perpendicular to the roadway.
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Figure 10: Generated fracture network by Monte Carlo method (side length of internal squares is 1 m, 4 m, 7 m, 8 m, and 9 m, resp.).

can be determined. By enlarging the geometric size of
the fracture network, the permeability scale effect can be
investigated finally.

Based on the algorithm in Section 3.2, the size effect of
rock mass in different sizes of statistics window is studied.
The region of fracture network is enlarged from 1 m to 9 m
with different step lengths until the equivalent parameters
in different directions achieve a stable value. With a fixed
center of this region, the equivalent permeability is calculated
rotating every 15∘ clockwise as shown in Figure 11.

The variation of hydraulic conductivity coefficients with
the increase of direction angles and sample size is depicted
in Figure 12. The main direction angle is approximated to
15∘. It can be seen that the anisotropy of seepage property
is apparent with the distribution of joints. Seven hydraulic
conductivity coefficients of different sizes (1 m, 3 m, 4 m, 5 m,
6 m, 8 m, and 9 m) are chosen to be compared with those
of the sample whose size is 7 m. The coefficient deviation
between one particular size and 7 m would be found and

presented in Figure 13. Values of permeability decrease with
the increase of sample size and tend to stabilize when the
sample size comes to 7 m.

The principal values of permeability in maximum and
minimum in a rock sample with joint plane angle being 15∘ are
listed in Table 2. The principal permeability values decrease

from 4.23 (×10−6m/s) to 2.66 (×10−6m/s) as the sample
size increases from 1 m to 9 m along the main direction.
According to the results discussed previously, the REV is
7 m × 7 m for this fracture sample, and the related hydraulic

conductivity is 2.77 (×10−6m/s) for maximum and 0.87

(×10−6m/s) for minimum. The ratio for the maximum to
minimum hydraulic conductivity value is 3.18.

4.4. Damage Tensor. Similar to the algorithm in Section 3.1,
the size effect of sample damage in different sizes of statistics
window is studied. The region of fracture network is enlarged
from 3 m to 12 m with different step lengths until the damage
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Figure 11: Fracture network in the study area with edge length of 7 m.

values in different directions stabilize. With a fixed center
of this region, the principal damage values are calculated
rotating every 15∘ clockwise. Figure 14 shows the sample dam-
age in different sizes and directions. Similar to the deviation
analysis of permeability, the damage values also fluctuatingly
tend to stability according to the deviation of the damage
tensor in different sizes and directions shown in Figure 15.
In this study, the size of representative elementary volume
is also 7 m in length, and the initial damage tensor of REV
of jointed rock mass could also be obtained. The principal
damage values 𝐷1 and 𝐷2 for fracture sample are 0.17 for
minimum and 0.50 for maximum, and the principal direction
angle 𝜃 of damage tensor is approximately 105∘ which is
perpendicular to the direction of principal permeability.
The related rock parameters, including undamaged Young’s
modulus 𝐸0, Poisson’s ratio V0, and uniaxial tensile strength,
et al, are listed in Table 3. It should be noted that the elasticity
and strength of rock could be determined in the laboratory
tests. Finally, the constitutive relation can be found according
to (8). Equations (17) and (19) can be introduced into the FEM
simulations.

4.5. Geometry and Boundary Conditions. A numerical model
of Heishan Metal Mine is established in order to simulate
the mechanism of stress and seepage in jointed rock mass,

Table 2: Principal values 𝐾[15] of fracture hydraulic conductivity at
different sizes.

Sample size (m) 1 4 7 8 9

Principal value of
hydraulic conductivity
(×10−6 m/s)

Maximum 4.23 3.28 2.77 2.69 2.66

Minimum 0.80 0.97 0.87 0.88 0.85

Ratio 5.29 3.38 3.18 3.06 3.13

Table 3: Parameters used in the model to validate the model in
simulating the anisotropic properties of stress and seepage.

Material parameters Values

Undamaged Young’s modulus 𝐸0 (GPa) 65

Undamaged Poisson’s ratio V0 0.23

Density (kg/m−3) 2700

Principal direction angle of joint plane 𝜃 (∘) 15

Coupling parameter 𝛽 (Pa−1) 0.5

taking into account the anisotropic property, as shown in
Figure 16. Table 3 shows the basic mechanical properties.
Parameters listed in Table 4 are the hydraulic conductivity
coefficients 𝐾𝑖𝑗, damage tensor 𝐷𝑖𝑖 and Young’s modulus 𝐸𝑖𝑗,
and shear modulus 𝐺𝑖𝑗 of the fracture sample along joint
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Figure 12: Permeability tensor of the rock mass (unit: m/s).
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Figure 13: Deviation of the permeability values to that of 7 m
sample under different directions of samples in different sizes.

Table 4: The hydraulic conductivity coefficients𝐾𝑖𝑗, damage tensor𝐷𝑖𝑖 and Young’s modulus 𝐸𝑖𝑗, and shear modulus 𝐺𝑖𝑗 of the fracture
sample along joint plane direction.

Subscripts 𝑖𝑗 𝐾𝑖𝑗 (×10−6 m/s) 𝐷𝑖𝑖 𝐸𝑖𝑗 (GPa) 𝐺𝑖𝑗 (GPa)

11 2.77 0.50 18.83 —

22 0.87 0.17 51.91 —

12 — — 9.34 10.97
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Figure 14: Damage tensor (×10−1).
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Figure 15: Deviation of the damage tensor to 7 m sample under
different directions of samples in different sizes.

plane direction used in the finite element code. The model
contains two roadways with a 3.5 m× 3 m three-centered arch
section within a 50 m × 50 m domain. The bottom boundary
of the domain is fixed in all directions, and the left and
the right boundaries are fixed in the horizontal direction.
In this regard, a pressure (𝜎𝑠) of 5.97 MPa is applied on
the top boundary of the model to represent the 221 m deep
overburden strata. Under the steady-state groundwater flow
condition, a hydrostatic pressure, 𝑝𝑤, of 2.21 MPa is applied
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Figure 16: Plane strain roadway model: (a) boundary conditions;
(b) the finite element mesh.

upon top boundary. No-flow conditions are imposed on the
three boundaries of the rectangular domain. The initial water
pressure on the roadways boundaries is 0 MPa. All the gov-
erning equations described previously are implemented into
COMSOL Multiphysics, a powerful PDE-based multiphysics
modeling environment. The model is assumed to be in a state
of plane strain (with no change in elastic strain in the vertical
direction) and static mechanical equilibrium.

4.6. Results and Discussion

4.6.1. Stress Distribution. Adverse performance of the rock
mass in the postexcavation stress field may be caused by
either failure of the anisotropic medium or slip on the
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Figure 17: Contours of the first principal stress for 𝜃 = 15∘ case.
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weakness planes [3]. The elastic stress distribution around
the roadways directly influences the deformation of rock and
thus determines the design process.

Figure 17 shows the contour of first principal stress cou-
pled with the seepage process. The orientation and magnitude
of maximum principal stress controlled the distribution of the
stress concentration in the heterogeneous media. The sim-
ulation result shows that the principal stress concentration
zones appear mainly in rock surrounding the roadways. There
exist maximum stress concentration areas in the arch foot and
floor. Measures should be taken to control the deformation
and assure the construction safety.

To characterize the response of the stress to the hydraulic
mechanics, a comparison of two scenarios is also presented
as shown in Figure 18. The first principal stress in the stress-
seepage coupled model along the horizontal section A-A󸀠

where 𝑦 = 27 is compared with a decoupled models.
The result shows that the first principal stress increases
when the seepage process is considered. Figure 19 shows
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Figure 19: Observed changes of normal stress in joint plane direction and hydraulic conductivity between coupled and decoupled models.
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a plot of normal stress in joint plane direction and hydraulic
conductivity along the horizontal section A-A󸀠 where 𝑦 = 27
as is shown in Figure 16. The coupled and decoupled model
could be analyzed using Comsol Multiphysics code. In the
coupled case, the governing equations for solid and fluid
phase are solved in weakly coupled sense. For the sake of
convenient contrast, the normal stress distribution as well as
hydraulic conductivity is plotted when no seepage-coupled
process is considered. The result shows that the normal
stress will be underestimated when no coupling of seepage
process is included. Moreover, the compressive stress leads to
the decrease of permeability, and the hydraulic conductivity
increases when seepage process is included.

4.6.2. Seepage Distribution. Flow velocity with the angle of
joint plane being 15∘ is shown in Figure 20. All the process
is not considered time dependent. Therefore, the velocity
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1

0

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0
20 25 30

34

32

30

28

26

24

22

20

18

16

Figure 22: Damage zone of the simulating model (the direction
of damage zone is approximately perpendicular to that of the joint
planes whose angle is 15∘).



14 Journal of Applied Mathematics

50

45

40

35

30

25

20

15

10

5

0

50454035302520151050

2

1.5

1

0.5

0
0

2.21×106

×106

(a)

50

45

40

35

30

25

20

15

10

5

0

50454035302520151050

2

1.5

1

0.5

0
0

2.21×106

×106

(b)

50

45

40

35

30

25

20

15

10

5

0

50454035302520151050

2

1.5

1

0.5

0

2.21×106

×106

0

(c)

50

45

40

35

30

25

20

15

10

5

0

50454035302520151050

2

1.5

1

0.5

0

2.21×106

×106

0

(d)

50

45

40

35

30

25

20

15

10

5

0

50454035302520151050

2

1.5

1

0.5

0

2.21×106

×106

0

(e)

50

45

40

35

30

25

20

15

10

5

0

50454035302520151050

2

1.5

1

0.5

0

2.21×106

×106

0

(f)

Figure 23: Contour of the fluid pressure and flow velocity vectors in different joint plane directions.
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change is induced by the permeability variation caused by the
compressive stress upon the joint plane. In this case study,
water flows along the principal direction of joint plane where
the permeability is largest in the model. An asymmetric
seepage field is observed, and maximum of flow velocity is
distributed on right top of the roadways roof. Moreover, the
seepage pressure is also asymmetrically distributed as shown
in Figure 21.

4.6.3. Damage Zone. For underground mining, two prin-
cipal engineering properties of the joint planes should be
considered. They are low tensile strength in the direction
perpendicular to the joint plane and the relatively low shear
strength of the surfaces. The anisotropic strength parameters
as tensile and compressive strength parameters for jointed
rock mass are discussed by Chen et al. [46], Claesson and
Bohloli [47], Nasseri et al. [48], Gonzaga et al. [49], and
Cho et al. [50]. As discussed previously, the fluid pressure
and velocity are sensitive to the joint plane angles 𝜃. In this
section, the Hoffman anisotropic strength criterion is used to
assess the damage zone in this numerical model as shown in𝜎21𝑋𝑡𝑋𝑐 − 𝜎1𝜎2𝑋𝑡𝑋𝑐 + 𝜎22𝑌𝑡𝑌𝑐 + 𝑋𝑐 − 𝑋𝑡𝑋𝑡𝑋𝑐 𝜎1 + 𝑌𝑐 − 𝑌𝑡𝑌𝑡𝑌𝑐 𝜎2 + 𝜏

2
12𝑆2 = 1.

(20)

The properties 𝑋𝑡 and 𝑌𝑡 represent the tensile strength
along joint plane direction and perpendicular to joint plane
direction, respectively. 𝑋𝑐 and 𝑌𝑐 represent the compressive
strength along joint plane direction and perpendicular to
joint plane direction, respectively. S is the shear strength
of the material along the joint direction. 𝜎1 represents the
normal stress along the principle direction of elasticity and𝜎2 represents the normal stress perpendicular to the principle
direction of elasticity. 𝜏12 represents the shear stress.

The shear strength of the joints can be described by the
simple Coulomb law 𝑆 = 𝑐 + 𝜎2 tan𝜙, (21)

where 𝑐 is cohesive strength and 𝜙 is the effective angle of
friction of the joint surfaces.

Table 5: Mechanical properties of rock mass in the direction of joint
plane.

Tensile strength (MPa)
𝑋𝑡 16.0𝑌𝑡 4.0

Compressive strength (MPa)
𝑋𝑐 120𝑌𝑐 96

Shear strength (MPa)
𝑐 1.5𝜙 50

It should be noted that the mechanical parameters be
acquired from laboratory or in situ tests. However, it is
difficult to directly employ the strength parameters for
jointed rock mass due to the inaccessibility of the tests for
huge rock mass. Based on the in situ and laboratory tests
of Heishan Metal Mine, the tensile, compressive, and shear
strength parameters are listed in Table 5.

The direction of joint plane is 15∘, and thus the tensile
strength in the direction perpendicular to joint plane is rel-
atively low, compared with that in other directions. Figure 22
shows the damage zone in this case study and the failure
area mainly distributes in the direction perpendicular to the
weakness plane, which gives an illustration of the roadway
failure mode in tabular orebodies. Moreover, the failure of
covered rock mass and the rock pillar in and between the two
roadways does not influence each other in this case study, and
thus the choice of roadway’s interval is proper from the aspect
of the mechanics analysis.

4.7. Further Discussion. These simulations were performed
to develop an understanding of the mechanics of joints and
influence on stress and seepage fields and to gauge the ability
of the proposed transversely anisotropic model to capture
the response of jointed rock mass. For this purpose, a total
of six scenarios with the joint plane angles 𝜃 ranging from
0∘ to 150∘ with an interval of 30∘ are simulated in order to
examine the effect of joint plane directions; see Figure 7 for
the definition of 𝜃. And the anisotropic properties of seepage
field and damage zones are examined in these simulations.

4.7.1. Seepage Field. Figure 23 presents the fluid pressure
distribution and flow field arrows with different joint plane
directions. It can be seen that the maximum pressure, which
is located on the top boundary, equals the initial fluid pressure
(2.21 MPa). The fluid pressure distribution on top of the
roadways differs with the increase of directions.

When the joint plane is parallel or perpendicular to
the floors of roadways, the fluid pressure distributions and
flow arrows are all axially symmetric, which agrees with
expectations. The fluid pressure in the 30∘ or 60∘ case is
distributed unsymmetrically as shown in Figures 23(b) and
23(c).

The flow velocity in 𝑦 direction along the horizontal
section A-A󸀠 where 𝑦 = 27m as shown in Figure 16(a)
curves are plotted in Figure 24 for 𝜃 = 0∘, 30∘, 60∘, and
90∘, respectively. In all cases the absolute value of velocity
increases approximately exponentially above the roadways.
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Figure 25: The damaged zone under different principal elastic directions (red arrows represent the flow velocity vector).

As shown in Figure 24, the flow velocity in scenario where𝜃 = 0∘ is in the lowest level. The reason is that the joint
plane in this scenario is horizontally distributed and the
compressive stress leads to the decrease of permeability.
When angle of joint plane increases to 30∘, flow velocities
above both roadways increase and Roadway I has a more
higher velocity than Roadway II. The scenario where 𝜃 = 60∘

has similar performance. However, when the joint plane is
vertically distributed, flow velocity above Roadway I is lower

than that where 𝜃 = 60∘. The flow velocity in the case where
joints are vertically or horizontally distributed is symmetric.

4.7.2. Damage Zone. The effect of joint plane angle on the
damage zone is illustrated by using the Hoffman anisotropic
strength criterion as shown in (23). The damage zones in
different angles of joint planes are shown in Figure 25 and
could be an index to visualize the potential failure mode of
the roadway.
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It is clear from Figures 25(a) to 25(f) that an increase of
the joint plane angle has significantly influenced the shape
and size of damage zone. When the joints are horizontally
distributed (𝜃 = 0∘), the tensile strength in the direction
perpendicular to joint planes is much lower and thus the
damage zone mainly concentrates within roof and bottom
of roadways. This failure mainly manifests as roof falling
and floor heave. Similarly, when the angle increases to 30∘,
the damage zones mainly concentrate in the rock mass of
left roof and right floor within the roadways which is also
in the direction perpendicular to joint planes. Compared
with the result in Figure 25(b), the direction of damage zone
with 𝜃 = 60∘ shown in Figure 25(c) rotated significantly
and the area also increases. When the joints are vertically
distributed (𝜃 = 90∘), the principal direction of damage
zone is nearly horizontal. Lateral rock mass surrounding the
roadways stabilizes with the increase of joint plane angle in
this study, and the pillar between two roadways is also stable.
The scenarios where 𝜃 = 120∘ or 𝜃 = 150∘ have the similar
response to the joint plane direction with that of 60∘ or 30∘.
Qualitatively, the simulation results are in good agreement
with the results by Jia et al. [51] and Huang et al. [52]. The
model in this study could to some extent be effectively used
to analyze the anisotropic property for jointed rock mass.

5. Conclusion

The main purpose is to introduce the anisotropic model of
seepage and stress and apply the model to the jointed rock
mass. The coupled finite element analysis was performed,
and the effects of joint planes direction on stress field, flow
velocity, and Darcy’s velocity were verified. A more reliable
model for the stability analysis of rock engineering and risk
evaluation of water inrush was provided. Based on the results
of a series of numerical simulations under different scenarios,
the following conclusions are drawn.

(1) A linkage of digital information of fractures and
mechanical analysis is realized. Relations between
digital images involving detailed geometrical proper-
ties of rock mass and the quantitative determination
of hydraulic parameters as well as elastic properties
were realized. The results show that the scale for both
damage tensor and permeability tensor of the rock
mass’s REV in northern slope of Heishan Metal Mine
is 7 m × 7 m.

(2) We examine the model for seepage-stress coupled
analysis on anisotropic properties. The numerical
simulations in this study have indicated that the
existence of joint planes greatly affects the seepage
properties and stress field. In anisotropic rock, water
flows mainly along the joint planes, and water pres-
sure is asymmetrically distributed where the angle of
joint plane is 15∘ in the northern slope of Heishan
Metal Mine.

(3) The influence of fractures cannot be neglected in
stability analysis of rock mass. The numerical results
visualized the damage zones in different directions of

joint planes. The direction of damage zones was found
perpendicular to that of joint planes which agrees well
with the field observations and theoretical analysis.

The work reported in this paper is an initial effort on the
influence of joint orientation on the anisotropic property of
seepage and stress in jointed rock masses. A model for more
complex jointed rock mass remains to be quantified.

Nomenclature𝐷: Damage variable (dimensionless)𝐸: Damaged Young’s modulus (Pa)𝐸0: Undamaged Young’s modulus (Pa)𝐺: Shear modulus (Pa)𝐾𝑖𝑗: Hydraulic conductivity coefficient (m/s)𝐾󸀠𝑖𝑖: Hydraulic conductivity coefficient along
joint plane direction (m/s)𝑝: Fluid pressure (Pa)𝑆𝑖𝑗: Flexibility coefficient (Pa−1)𝑁: The number of joints𝑙: Minimum spacing between joints (m)𝑉: Volume of rock mass (m3)Δℎ𝑗: The hydraulic gradient;𝑛(𝑘): The normal vector of the kth joint
(dimensionless)𝑎(𝑘): The trace length of the kth joint (m)𝑄𝑖: The fluid source term (m3)[T𝜎]−1: The reverse matrix for stress coordinates
transformation[T𝜀]: The strain coordinates transformation
matrix𝑋𝑡: The tensile strength in joint direction (Pa)𝑌𝑡: The tensile strength perpendicular to
direction (Pa)𝑋𝑐: The compressive strength in joint
direction (Pa)𝑌𝑐: The compressive strength perpendicular
to direction (Pa)𝑆: The shear strength of the material (Pa).

Greek Symbols

𝛼𝑖𝑗: Positive constant𝛽: Coupling coefficient (Pa−1)𝜎𝑖𝑗: Stress tensor (Pa)𝜎1, 𝜎2, 𝜎3: The first, second, and third principal
stresses (Pa)𝜀𝑖𝑗: Total strain tensor (dimensionless)𝜃: Angle of joint plane (∘)

V: Damaged Poisson’s ratio (dimensionless)
V0: Undamaged Poisson’s ratio

(dimensionless)𝜌: Density of water (kg/m3)𝜇: Coefficient of flow viscosity (Pa⋅s)𝜙: Effective angle of friction of the joint
surfaces.
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The present work aims to study the nonlinear effective thermal conductivity of heterogeneous composite-like geomaterials by using
a numerical approach based on the immersed interface method (IIM). This method is particularly efficient at solving the diffusion
problem in domains containing inner boundaries in the form of perfect or imperfect interfaces between constituents. In this paper,
this numerical procedure is extended in the framework of non linear behavior of constituents and interfaces. The performance of
the developed tool is then demonstrated through the studies of temperature- and pressure-dependent effective thermal conductivity
of geomaterials with imperfect interfaces.

1. Introduction

The estimation of the effective transfer properties of het-
erogeneous media such as geomaterials is still nowadays
a challenging research field despite perpetual advances of
research and an increasing number of published works.
For this class of materials, the overall properties depend
not only on the properties of the matrix, the shape and
spatial distribution of inclusions, an the volume fractions
and properties of constituents, but also on the transfer field’s
distribution in the medium and, in many situations, on the
interfacial properties between phases.

An example of this type of problems is that of the
effective thermal conductivity of geomaterials with thermal
conductivity of constituents being a function of temperature
which lead to an overall nonlinear thermal conductivity. The
study of the temperature dependence of thermal conductivity
of porous medium like rocks and soils thas been intensively
carried out in the last decade due to the large number of appli-
cations such as geothermal reservoirs, underground storage
of nuclear waste, and petroleum and natural gas geology.
Various researches conducted on different types of rocks,
soils, and minerals have shown that the thermal conductivity

of geomaterials decreases when the temperature increases [1–
11] even if in some exceptional cases the conductivity slightly
increases with temperature.

In addition to the nonlinearity of constituent’s law, the
behavior of the interfaces and their state could also play an
important role on the nonlinearity of effective properties.
Very often these interfaces are favorite places of cracking by
debonding that generally leads to a modification of transport
properties of the interface.

From a numerical point of view, the effect of cracking at
the boundary of grains to the overall thermal conductivity
can be accounted for by considering the fully or partially
debonded inclusions embedded in the homogeneous matrix
of materials. This last feature is an important problem not
only in gesocience materials, but also in general engineering
science materials, and various modeling techniques have
been developed to deal with it such as perturbation expansion
method [12, 13] or adaptive finite element method [14, 15].
In particular, the immersed interface method (IIM), under
such conditions performs quite well. This method, considered
as an extension of the finite difference method for the case
of media with discontinuities in uniform Cartesian grid
points stencil, allows in the case of imperfect interfaces to
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capture the jump of state and/or flux variables across the
interface. Uniform Cartesian grids avoid mesh regeneration
and allow for fast flow solvers which contribute to the
simplicity and efficiency of the IIM method. Otherwise, the
IIM can be used in conjunction with the level set method
to treat various problems involving moving interface, non
linear interface and free boundary problems (such as Stefan
problems and crystal growth, the incompressible flows with
moving interface modeled by Navier-Stokes equations to
mention a few). Interested readers could refer to [16, 17] and
references cited therein for an overview of the advantages and
applications of this method.

In a previous work of the present authors [18], the
IIM was used to take into account the interfacial resistance
between linear constituent phases. In this context, the IIM
allows calculating the effective transfer properties and enables
demonstrating the role of various factors such as shape, size,
spatial distribution, and volume fraction of constituents as
well as their properties of constituents and those of interface
on overall effective properties.

In the present paper, this numerical approach is extended
to the evaluation of effective thermal conductivity of geo-
materials considering the nonlinearity of constituents and
the presence of imperfect interfaces. The paper is organized
as follows. Firstly, we describe the principle of IIM used to
solve the non linear heat transfer problem with the presence
of contact resistance. Then, the application of the numerical
procedure to evaluate the effective thermal conductivity of
non linear composite-like geomaterials is studied by counting
for the interfacial resistance between phases. In the whole
paper, a lower underlined symbol indicates a vector while a
bold one represents a second-order tensor.

2. Solving Nonlinear Heat Transfer Problem
by the Immersed Interface Method

2.1. Mathematical Model. The problem considered here is
that of a heterogeneous material constituted by a matrix
containing inclusions of smooth shapes whose properties are
different from that of the matrix. Moreover, the interfaces
between the matrix and any inclusion (Figure 1) are con-
sidered to be thin layers (no thickness) having their own
properties and sufficiently smooth to assure the existence
of all derivatives involved in equations developed later. The
interfaces are not necessarily perfect so that a jump in some
variables (state or/and flux variables) could be observed
across them. For the sake of simplicity, the presentation of
the method is limited here on 2D steady state heat transfer
problem without source. The extension of the method for
more general cases presents no conceptual difficulties. Local
behavior of each constituent phase of heterogeneous media is
characterized by the conservation and Fourier law written as

div (𝑞) = 0,
𝑞 = −K (𝑢) ⋅ grad (𝑢), (1)

where 𝑞 and K stand for the flux and the second order tensor

of thermal conductivity. As the behavior of constituents is
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Figure 1: Schematic presentation of the problem of interface in a
uniform Cartesian grid for the interface problem.

assumed non linear, K is supposed to be a known function
of the temperature 𝑢.

Without losing the generality, in what follows, the
isotropic behavior will be considered; that is, K(𝑢) = 𝐾(𝑢) ⋅ 1
with 1 being unity second-order tensor. The combination of
these two equations leads to the following non linear partial
differential equation with respect to the unknown 𝑢:

div (K (𝑢) ⋅ grad (𝑢)) = 0. (2)

The technique of resolution of this type of elliptical equation
by IIM method was first used by [19] in the context of
magnetorheological fluids problem of perfect interface (i.e.,
assuming the continuity of flux 𝑞 and of the solution 𝑢 across
the interface). In the extended mathematical framework
adopted here, a jump of solution [𝑢] on the contact between
matrix and an inclusion is considered:

[𝑢] = 𝑢+ − 𝑢−,
[𝐾 (𝑢) 𝜕𝑢𝜕𝑛] = 𝐾+ (𝑢) 𝑢+𝑛 − 𝐾− (𝑢) 𝑢−𝑛 = 0 (3)

with 𝑛 being the outward oriented unitary normal vector to
the interface.

From a physical point of view, these conditions describe
an imperfect contact between phases (e.g., due to the presence
of the roughness or air film at the interface). This imperfec-
tion is often stated in thermal or hydraulic transport problems
even if it is very difficult to be measured experimentally.

A common hypothesis used by many authors (see, e.g.,
[12, 13, 18] and references cited therein) is to consider the
jump of the solution 𝑢 across the interface being proportional
to the normal component of flux across the interface, with
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the coefficient of proportionality being a characteristic inter-
face parameter, 𝛼, called the resistance of interface:

[𝑢] = 𝑢+ − 𝑢− = −𝛼 (𝑞 ⋅ 𝑛)
= 𝛼𝐾+ (𝑢) 𝑢+𝑛 = 𝛼𝐾− (𝑢) 𝑢−𝑛 . (4)

It easy to observe that the perfect interface problem is a
special case of the problem with resistance of interface equal
to zero (𝛼 = 0).

Hereafter, the superscripts (+) and (−) present values
evaluated at two opposed sides of a given interface (Figure 1).

2.2. Iterative Resolution of Nonlinear Elliptical Equation by
Immersed Interface Method. Like finite difference method
from which it has been derived, the IIM uses a uniform Carte-
sian grid which does not need to coincide with the interfaces
or boundaries of internal domains to obtain discretized form
of equation:

𝜕𝜕𝑥 (𝐾𝜕𝑢𝑖,𝑗𝜕𝑥 ) + 𝜕𝜕𝑦 (𝐾𝜕𝑢𝑖,𝑗𝜕𝑦 )
= 𝑛𝑠∑
𝑚=1

𝛾𝑚𝑢𝑖+𝑖𝑚,𝑗+𝑗𝑚 + 𝐶𝑖,𝑗 = 0. (5)

This equation is written at each node of the grid with
coordinates (𝑥𝑖, 𝑦𝑗), identified in the 2D case by the couple of
indexes (𝑖, 𝑗). Since the behavior of constituents is supposed
non linear, then 𝐾 = 𝐾(𝑢𝑖,𝑗). To resolve the system of
(2) obtained by the discretization of differential equation,
we use the so-called substitution method, similar to that
proposed by [19]. Following this scheme, from an initial guess

of solution 𝑢0, the (𝑘 + 1)th iterative step consists to obtain a

new estimation of solution 𝑢𝑘+1 of partial derivative equation

employing the known information of the previous step 𝑢𝑘.
Bearing in mind spatial and temporal discretization, the

solution 𝑢 and the thermal conductivity𝐾must be written as𝑢𝑖,𝑗 = 𝑢𝑘+1(𝑥𝑖, 𝑦𝑗) and𝐾 = 𝐾(𝑢𝑘𝑖,𝑗). However, in order to keep

simple formulas, this dependency is omitted from notation
but it is implicitly assumed for the rest of the paper. Other
parameters 𝑛𝑠 and 𝛾𝑚 represent, respectively, the number
of grid points and the weighting coefficient of 𝑚th node
involved in the evaluation of the solution at point (𝑥𝑖, 𝑦𝑗), and
indexes 𝑖𝑚 and 𝑗𝑚 take values in the set {0, ±1, ±2, . . .}. Since𝛾𝑚 coefficients, indexes 𝑖𝑚 and 𝑗𝑚, and the correction term𝐶𝑖,𝑗 depend on point (𝑖, 𝑗), it needs to be written 𝛾𝑖𝑗𝑚. Again
for the sake of simplicity, this dependency is omitted from
notation and is assumed implicitly. Furthermore, a constant
number of stencils is kept for all nodes of the same type but
different for regular and irregular points.

A regular point is a grid node away from the interface (see
Figure 1) for which the centered FDM differentiation scheme
of differential equation to be solved is used. For such nodes,
the stencil contains five points so that 𝑛𝑠 = 5. All nodes where
the approximation of solution involves only points on the
same side of the interface are regular points and the approx-
imation of solution at these points coincides with classical

formula of a standard five points stencil. For these points
the approximation of the partially derivative equation to the
second-order accuracy demonstrates a vanishing correction
term (𝐶𝑖,𝑗 = 0) and is given as follows:

𝜕𝜕𝑥 (𝐾𝜕𝑢𝑖,𝑗𝜕𝑥 ) + 𝜕𝜕𝑦 (𝐾𝜕𝑢𝑖,𝑗𝜕𝑦 )
= 𝐾𝑖,𝑗−1/2ℎ2 𝑢𝑖,𝑗−1 + 𝐾𝑖−1/2,𝑗ℎ2 𝑢𝑖−1,𝑗
+ 𝐾𝑖+1/2,𝑗ℎ2 𝑢𝑖+1,𝑗 + 𝐾𝑖,𝑗+1/2ℎ2 𝑢𝑖,𝑗+1
− 𝐾𝑖,𝑗−1/2 + 𝐾𝑖−1/2,𝑗 + 𝐾𝑖+1/2,𝑗 + 𝐾𝑖,𝑗+1/2ℎ2 𝑢𝑖,𝑗 + 𝑂 (ℎ3) ,

(6)

where

𝐾𝑖,𝑗 = 𝐾 (𝑢𝑘 (𝑥𝑖, 𝑦𝑗)) , 𝑢𝑖,𝑗 = 𝑢𝑘+1 (𝑥𝑖, 𝑦𝑗) ,
𝐾𝑖±1/2,𝑗 = 12 (𝐾𝑖,𝑗 + 𝐾𝑖±1,𝑗) ,
𝐾𝑖,𝑗±1/2 = 12 (𝐾𝑖,𝑗 + 𝐾𝑖,𝑗±1) .

(7)

If the grid point is near the interface, the points involved in
the approximation of the solution would be from materials in
both sides of interface. These points are called irregulars since
the use of the standard five points stencil does not insure any
more the second-order accuracy of the solution. As discussed
in a [18, 20] and [16, 17, 19] a good choice in order to maintain
the second-order accuracy at irregular points is to take a
stencil of nine points, that is, for these irregular nodes 𝑛𝑠 = 9.

The procedure of constructing a second order accurate
solution at irregular points is detailed in the previously men-
tioned references and is briefly described here. Let (𝑥∗, 𝑦∗) be
the projection on the interface of an irregular node (𝑥𝑖, 𝑦𝑗).
A local coordinates system attached to the projected point
is assumed with two axis (𝜉, 𝜂) coinciding with normal and
tangential directions of the interface at this point (Figure 1):

𝜉 = (𝑥 − 𝑥∗) cos 𝜃 + (𝑦 − 𝑦∗) sin 𝜃,
𝜂 = − (𝑥 − 𝑥∗) sin 𝜃 + (𝑦 − 𝑦∗) cos 𝜃, (8)

with 𝜃 being the angle between 𝑥 and 𝜉 axes.
The relationship between the global and local coordinates

systems gives

𝑢𝜉 = 𝑢𝑥 cos 𝜃 + 𝑢𝑦 sin 𝜃; 𝑢𝜂 = −𝑢𝑥 sin 𝜃 + 𝑢𝑦 cos 𝜃;
𝐾𝜉 = 𝐾𝑥 cos 𝜃 + 𝐾𝑦 sin 𝜃; 𝐾𝜂 = −𝐾𝑥 sin 𝜃 + 𝐾𝑦 cos 𝜃,

(9)

where 𝑢𝑥 and𝐾𝑥 indicate, respectively, the derivative of 𝑢 and𝐾 with respect to 𝑥.
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It is then possible to replace the original discretized
equation (5) by one written in the local coordinate of (𝜉, 𝜂):

𝜕𝜕𝑥 (𝐾𝜕𝑢𝑖,𝑗𝜕𝑥 ) + 𝜕𝜕𝑦 (𝐾𝜕𝑢𝑖,𝑗𝜕𝑦 )
= 𝜕𝜕𝜉 (𝐾𝜕𝑢𝑖,𝑗𝜕𝜉 ) + 𝜕𝜕𝜂 (𝐾𝜕𝑢𝑖,𝑗𝜕𝜂 )
= 𝑛𝑠∑
𝑚=1

𝛾𝑚𝑢𝑖+𝑖𝑚,𝑗+𝑗𝑚 + 𝐶𝑖,𝑗.
(10)

Further, in respect of local coordinates system, the solution𝑢𝑖+𝑖𝑚,𝑗+𝑗𝑚 at a grid point could be written as a Taylor

expansion at (𝑥∗, 𝑦∗) so that

𝑢 (𝑥𝑖+𝑖𝑚, 𝑦𝑗+𝑗𝑚) = 𝑢 (𝜉𝑚, 𝜂𝑚)
= 𝑢± + 𝜉𝑚𝑢±𝜉 + 𝜂𝑚𝑢±𝜂 + 12𝜉2𝑚𝑢±𝜉𝜉+ 12𝜂2𝑚𝑢±𝜂𝜂 + 𝜉𝑚𝜂𝑚𝑢±𝜉𝜂 + 12𝜉𝑚𝜂2𝑚𝑢±𝜉𝜂𝜂 + 𝑂 (ℎ3) .

(11)

The reasons of keeping third-order derivative of solution 𝑢𝜉𝜂𝜂
in Taylor’s development (11) are related to their presence on
the interface conditions relations as it will be clear later (see
(15)). Additionally, the values 𝑢±, 𝑢±𝜉 , 𝑢±𝜂 , 𝑢±𝜉𝜉, 𝑢±𝜂𝜂, 𝑢±𝜉𝜂, and 𝑢±𝜉𝜂𝜂
in (11) represent the solution and its derivatives determined at
projection point (𝑥∗, 𝑦∗) of the interface. The (+) or (−) sign
is chosen depending on whether (𝜉𝑚, 𝜂𝑚) belongs to the (+)
or (−) side of the interface.

By replacing in (10) each component 𝑢𝑖+𝑖𝑚,𝑗+𝑗𝑚 as given
by (11) and rearranging terms, the following expression of the
truncation error at an irregular point is obtained (𝑖, 𝑗):

𝜅𝑖,𝑗 = 𝑎1𝑢− + 𝑎2𝑢+ + 𝑎3𝑢−𝜉 + 𝑎4𝑢+𝜉+ 𝑎5𝑢−𝜂 + 𝑎6𝑢+𝜂 + 𝑎7𝑢−𝜉𝜉 + 𝑎8𝑢+𝜉𝜉 + 𝑎9𝑢−𝜂𝜂+ 𝑎10𝑢+𝜂𝜂 + 𝑎11𝑢−𝜉𝜂 + 𝑎12𝑢+𝜉𝜂 + 𝑎13𝑢−𝜉𝜂𝜂+ 𝑎14𝑢+𝜉𝜂𝜂 − 𝐶𝑖,𝑗 + 𝑂(max
𝑚

󵄨󵄨󵄨󵄨𝛾𝑚󵄨󵄨󵄨󵄨 ℎ3) .
(12)

The coefficients {𝑎1, 𝑎2, . . . , 𝑎14} of (12) depend on the
position of the stencil point relative to the interface:

𝑎1 = ∑(𝑚∈𝑀−)𝛾𝑚; 𝑎2 = ∑(𝑚∈𝑀+)𝛾𝑚;𝑎3 = ∑(𝑚∈𝑀−)𝛾𝑚𝜉𝑚; 𝑎4 = ∑(𝑚∈𝑀+)𝛾𝑚𝜉𝑚;𝑎5 = ∑(𝑚∈𝑀−)𝛾𝑚𝜂𝑚; 𝑎6 = ∑(𝑚∈𝑀+)𝛾𝑚𝜂𝑚;
𝑎7 = 12 ∑(𝑚∈𝑀−)𝛾𝑚𝜉2𝑚; 𝑎8 = 12 ∑(𝑚∈𝑀+)𝛾𝑚𝜉2𝑚;
𝑎9 = 12 ∑(𝑚∈𝑀−)𝛾𝑚𝜂2𝑚; 𝑎10 = 12 ∑(𝑚∈𝑀+)𝛾𝑚𝜂2𝑚;

𝑎11 = ∑(𝑚∈𝑀−)𝛾𝑚𝜉𝑚𝜂𝑚; 𝑎12 = ∑(𝑚∈𝑀+)𝛾𝑚𝜉𝑚𝜂𝑚;
𝑎13 = 12 ∑(𝑚∈𝑀−)𝛾𝑚𝜉𝑚𝜂2𝑚; 𝑎14 = 12 ∑(𝑚∈𝑀+)𝛾𝑚𝜉𝑚𝜂2𝑚,

(13)

where the sets 𝑀± are defined as𝑀± = {𝑚 : (𝜉𝑚, 𝜂𝑚) ∈ Ω±} . (14)

At this end it is important to specify the relations of the
solution and its derivatives at both sides of the interface. After
some algebraic manipulation, from the contact conditions (3)
the following relations are deduced:

𝑢+ = 𝑢− + 𝛼𝐾−𝑢−𝜉 , 𝑢+𝜉 = 𝜌𝑢−𝜉 ,
𝑢+𝜂 = (1 − 𝛼𝜒󸀠󸀠𝐾−) 𝑢−𝜂 + 𝛼𝐾−𝜂 𝑢−𝜉 + 𝛼𝐾−𝑢−𝜉𝜂,𝑢+𝜉𝜉 = 𝜌𝑢−𝜉𝜉
− [𝐾+𝜂 𝑢+𝜂 − 𝐾−𝜂 𝑢−𝜂 + 𝐾+𝜉 𝑢+𝜉 − 𝐾−𝜉 𝑢−𝜉 + 𝐾+𝑢+𝜂𝜂 − 𝐾−𝑢−𝜂𝜂]𝐾+ ;

𝑢+𝜂𝜂 = 𝑢−𝜂𝜂 − 𝜒󸀠󸀠 (𝑢+𝜉 − 𝑢−𝜉 ) + 𝛼 (𝜒󸀠󸀠𝐾−𝜉 + 𝐾−𝜂𝜂) 𝑢−𝜉
+ 𝛼𝐾−𝜂 (𝑢−𝜉𝜂 − 𝜒󸀠󸀠𝑢−𝜂) + 𝛼𝐾−𝜂 (𝑢−𝜉𝜂 − 𝜒󸀠󸀠𝑢−𝜂)
+ 𝛼𝐾− (𝜒󸀠󸀠𝑢−𝜉𝜉 + 𝑢𝜉𝜂𝜂 − 2𝜒󸀠󸀠𝑢−𝜂𝜂) − 𝛼(𝜒󸀠󸀠)2𝐾−𝑢−𝜉 ,

𝑢+𝜉𝜂 = (𝐾−𝜂 𝑢−𝜉 − 𝐾+𝜂 𝑢+𝜉 )𝐾+ + 𝜌 (𝑢−𝜉𝜂 − 𝜒󸀠󸀠𝑢−𝜂) + 𝜒󸀠󸀠𝑢+𝜂 ,
𝑢+𝜉𝜂𝜂 = 𝜌𝑢−𝜉𝜂𝜂 + 𝜒󸀠󸀠 (𝜌𝑢−𝜉𝜉 − 𝑢+𝜉𝜉)

+ [𝑢−𝜉 (𝜒󸀠󸀠𝐾−𝜉 + 𝐾−𝜂𝜂) − 𝑢+𝜉 (𝜒󸀠󸀠𝐾+𝜉 + 𝐾+𝜂𝜂)]𝐾+
+ 2[𝐾−𝜂 𝑢−𝜉𝜂 − 𝐾+𝜂 𝑢+𝜉𝜂 − 𝜒󸀠󸀠 (𝐾−𝜂 𝑢−𝜂 − 𝐾+𝜂 𝑢+𝜂)]𝐾+− 2𝜒󸀠󸀠 (𝜌𝑢−𝜂𝜂 − 𝑢+𝜂𝜂) ,

(15)

with 𝜌 = 𝐾−/𝐾+. The curvature 𝜒󸀠󸀠 of the interface at (𝑥∗,𝑦∗) is the second order derivative of function 𝜉 = 𝜒(𝜂) with
respect to 𝜂. We note also that at (𝑥∗, 𝑦∗) we have 𝜒(0) = 0
and for a smooth interface (as assumed here) 𝜒󸀠(0) = 0.

The interface relations (15) are used to recast (12) in a
compact form using only quantities from one side of the
interface (theΩ− side, e.g.):

𝜅𝑖,𝑗 = 𝐵1𝑢− + 𝐵2𝑢−𝜉 + 𝐵3𝑢−𝜂 + 𝐵4𝑢−𝜉𝜉 + 𝐵5𝑢−𝜂𝜂
+ 𝐵6𝑢−𝜉𝜂 + 𝐵7𝑢−𝜉𝜂𝜂 + 𝑂(max

𝑚

󵄨󵄨󵄨󵄨𝛾𝑚󵄨󵄨󵄨󵄨 ℎ3) , (16)

where 𝐵𝑖 (𝑖 = 1, 7) are expressions of coefficients{𝑎1, 𝑎2, . . . , 𝑎14} and other quantities used in (15). Since we
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are looking for a second order accuracy, the coefficients𝐵𝑖 of 𝜅𝑖,𝑗 expression must vanish in the same time with
the correction term 𝐶𝑖,𝑗. These constraints lead to following
system of equations with respect to variables 𝑎𝑖:
𝑎1 + 𝑎2 = 0,𝑎2𝛼𝐾− + 𝑎3 + 𝑎4𝜌 + 𝑎6𝛼𝐾−𝜂 + 𝑎8𝑐(2)8+ 𝑎10𝑐(2)10 + 𝑎12𝑐(2)12 + 𝑎14𝑐(2)14 = 𝐾−𝜉 ,𝑎5 + 𝑎6 (1 − 𝛼𝜒󸀠󸀠𝐾−) + 𝑎8𝑐(3)8 − 2𝛼𝜒󸀠󸀠𝐾−𝜂 𝑎10+ 𝑎14𝑐(3)14 + 𝜒󸀠󸀠 (1 − 𝜌 − 𝛼𝜒󸀠󸀠𝐾−) 𝑎12 = 𝐾−𝜂 ,𝑎7 + (𝜌 − 𝛼𝜒󸀠󸀠𝐾−) 𝑎8 + 𝛼𝜒󸀠󸀠𝐾−𝑎10 + 3𝛼(𝜒󸀠󸀠)2𝐾−𝑎14 = 𝐾−,𝑎9 + (1 − 2𝛼𝜒󸀠󸀠𝐾−) 𝑎10 + (𝜌 − 1 + 2𝛼𝜒󸀠󸀠𝐾−) 𝑎8

+ 3𝜒󸀠󸀠 (1 − 𝜌 − 2𝛼𝜒󸀠󸀠𝐾−) 𝑎14 = 𝐾−,
𝛼𝐾−𝑎6 − (2𝛼𝐾−𝜂 − 𝛼𝜌𝐾+𝜂 ) 𝑎8 + 2𝛼𝐾−𝜂 𝑎10 + 𝑎11

+ (𝜌 + 𝛼𝜒󸀠󸀠𝐾−) 𝑎12 + 𝑎14𝑐(6)14 = 0,
− 𝛼𝐾−𝑎8 + 𝛼𝐾−𝑎10 + 𝑎13 + (𝜌 + 3𝛼𝜒󸀠󸀠𝐾−) 𝑎14 = 0,

(17)

where

𝑐(2)8 = − (𝛼𝐾−𝜂𝐾+𝜂 + 𝛼𝐾+𝐾−𝜂𝜂 − 𝐾−𝜉 + 𝜌𝐾+𝜉 ) /𝐾+
− (1 + 𝛼𝐾−𝜉 − 𝜌) 𝜒󸀠󸀠 + 𝛼𝐾−(𝜒󸀠󸀠)2,

𝑐(2)10 = 𝜒󸀠󸀠 (1 − 𝜌) + 𝛼𝐾−𝜂𝜂 + 𝛼𝜒󸀠󸀠 (𝐾−𝜉 − 𝜒󸀠󸀠𝐾−) ,
𝑐(2)12 = (𝐾−𝜂 − 𝜌𝐾+𝜂 )𝐾+ + 𝛼𝜒󸀠󸀠𝐾−𝜂 ,
𝑐(2)14 = (−2𝐾−𝜂𝐾+𝜂 + 2𝜌(𝐾+𝜂 )

2)(𝐾+)2
+ (𝛼𝜒󸀠󸀠𝐾−𝜂𝐾+𝜂 + 𝐾−𝜂𝜂 − 𝜌𝐾+𝜂𝜂)𝐾++ 3𝜒󸀠󸀠 (𝛼𝐾−𝜂𝜂 + 𝜒󸀠󸀠 + 𝛼𝜒󸀠󸀠𝐾−𝜉 − 𝜌𝜒󸀠󸀠 (1 + 𝛼𝜒󸀠󸀠𝐾+)) ,

𝑐(3)8 = (𝐾−𝜂 − 𝐾+𝜂 )𝐾+ + 𝛼𝜒󸀠󸀠 (2𝐾−𝜂 + 𝜌𝐾+𝜂 ) ,
𝑐(3)14 = −𝜒󸀠󸀠 (3𝐾−𝜂 − 𝐾+𝜂 − 2𝜌𝐾+𝜂 )𝐾+ − (𝜒󸀠󸀠)2 (6𝛼𝐾−𝜂 + 𝛼𝜌𝐾+𝜂 ) ,
𝑐(6)14 = 2 (𝐾−𝜂 − 𝜌𝐾+𝜂 )𝐾+ + 𝛼𝜒󸀠󸀠 (6𝐾−𝜂 + 𝜌𝐾+𝜂 ) .

(18)

Since all coefficients 𝑎𝑖 are defined as functions of 𝛾𝑚 (see
(13)), one could write the system (17) in a compact form as

[A] ⋅ 𝛾 = 𝑏 (19)

with the vector 𝛾 = [𝛾1, 𝛾2, . . . , 𝛾𝑛𝑠]𝑡 and 𝑏 = [0, 𝐾−𝜉 , 𝐾−𝜂 , 𝐾−,𝐾−, 0, 0]𝑡.
Thus, the central point to obtain the solution of the

problem (2) by using IIM is to construct and resolve the
system (19). Note that, at irregular points, the set of (19)
could be obtained using at least six points stencil as proposed
in the original IIM method [21]. However, as discussed in
some recent works [16, 17, 19], nine-point stencil (𝑛𝑠 = 9) is
preferred because the resulting linear system of equations is
in this case a block tridiagonal one.

However, using of a nine points stencil (𝑛𝑠 = 9) leads
to an underdetermined system (19) whose solution could be
obtained by using the maximum principle [16, 17, 19] and an
optimization approach. For that, the following constrained
quadratic optimization problem is considered:

min
𝛾
{12󵄩󵄩󵄩󵄩𝛾 − 𝑔󵄩󵄩󵄩󵄩22} , (20)

with 𝛾𝑚 ≥ 0 if (𝑖𝑚, 𝑗𝑚) ̸= (0, 0) ,𝛾𝑚 < 0 if (𝑖𝑚, 𝑗𝑚) = (0, 0) . (21)

In this equation, the vector 𝑔 = [𝑔1, 𝑔2, . . . , 𝑔𝑛𝑠]𝑡 has the

following components:

𝑔𝑚 = 𝐾𝑖+𝑖𝑚/2,𝑗+𝑗𝑚/2ℎ2 ,
if (𝑖𝑚, 𝑗𝑚) ∈ {(−1, 0) , (1, 0) , (0, −1) , (0, 1)} ,

𝑔𝑚 = −𝐾𝑖,𝑗−1/2 + 𝐾𝑖−1/2,𝑗 + 𝐾𝑖+1/2,𝑗 + 𝐾𝑖,𝑗+1/2ℎ2 ,
if (𝑖𝑚, 𝑗𝑚) = (0, 0) ,𝑔𝑚 = 0 otherwise.

(22)

This vector 𝑔 represents in effect the coefficients of the

standard five points stencil to whom the solution of the
optimization problem has to coincide in case of continuous
properties of constituent phases (i.e., when [𝐾] = 0).

The existence of the solution of the optimization problem
(20) as well as the convergence of the substitution method in
that case has been demonstrated in [16, 17] and will not be
discussed here. We just mention that, as in a previous work
of these authors [18], this optimization problem is solved by
using the optimization toolbox available in MATLAB.

2.3. Computing Solution, Its Derivatives at Interface, and
Effective Properties. As previously outlined, the non linear
transfer problem is treated here by using an iterative proce-
dure consisting for each iteration to solve a linearized partial
differential equation. The resolution of this later by using
the IIM method needs to determine the set of weighting



6 Journal of Applied Mathematics

coefficients 𝛾𝑚. At each irregular point, these coefficients have
to be evaluated by solving an undetermined system via an
optimization approach. The coefficients 𝐾±, 𝐾±𝜉 , and 𝐾±𝜂 of

this system of (17) are in reality defined as functions of the
solution 𝑢(𝑥∗, 𝑦∗) at interface. For the substitution scheme
followed here, these coefficients are calculated at each step

from the solution of the previous iteration 𝑢𝑘 at projection
point (𝑥∗, 𝑦∗).

The solution value at this point 𝑢(𝑥∗, 𝑦∗) is interpolated
from solution at grid points using a least squares scheme. For
this interpolation, grid points situated at the same side of the
considered point (𝑥𝑖, 𝑦𝑗) are used. As discussed in chapter6 of [17] as well as in the contribution of [19], using this
approach by involving in least squares approximation at least
six points of the same side avoids to use the interface relations
and maintains the second order accuracy. For example, if the
irregular point (𝑥𝑖, 𝑦𝑗) belongs toΩ−, one can interpolate the

solution at its projection point (𝑥∗, 𝑦∗) from the values of
points in the same side Ω− as follows:

𝑢− (𝑥∗, 𝑦∗) = ∑
(𝑥𝑚 ,𝑦𝑛)∈Ω

− ,|(𝑥𝑚 ,𝑦𝑛)−(𝑥
∗ ,𝑦∗)|≤𝑅𝜀

𝛾𝑚,𝑛𝑢𝑚,𝑛, (23)

where 𝑅𝜀 can be chosen between 4.1ℎ and 6.1ℎ.
The same method of least squares scheme is also used to

calculate the derivatives of the solution 𝑢𝑥 and 𝑢𝑦 using 𝑢𝜉 by
applying relation (9). Note that once the value of the solution𝑢− is known (and so are the values of 𝐾− = 𝐾(𝑢−)) as well
as its derivative 𝑢−𝜉 atΩ− side of the interface, it is possible to

evaluate the respective values at the other sideΩ+ of interface
by using the following interface relation:

𝑢+ = 𝑢− + 𝛼𝐾−𝑢−𝜉 ; 𝐾+ = 𝐾 (𝑢+) . (24)

The same approach can be used to determine the coeffi-
cients 𝐾−𝑥 and 𝐾−𝑦 at (𝑥∗, 𝑦∗) by involving values of 𝐾𝑚,𝑛 =𝐾(𝑢𝑚,𝑛) determined at grid points situated at the same sideΩ− (or Ω+). We obtain finally 𝐾±𝜉 and 𝐾±𝜂 from the relation

written in (9).
Once all coefficients of the finite difference scheme are

known, it is possible to solve the system of (5) and obtain

the solution (𝑢𝑘+1) of the (𝑘 + 1)th step at all grid nodes.
The iterative calculation is finished when the convergence
criterion is reached. For all numerical simulations presented
in the next sections, the norm of residue of the iterative
scheme is fixed to 10−6. These results numerically confirm the
convergence of the iterative procedure which is obtained after
only a small number of iteration (∼5 iterations).

From the solution of the transfer problem, one could use
it to calculate the overall conductivity of the heterogeneous
media from the well-known relation of volume average
quantities:

⟨𝑞⟩ = −Keff ⋅ {⟨grad (𝑢)⟩ + 1|Ω| ∫Γ 𝛼 [𝑞 (𝑠) ⋅ 𝑛 (𝑠)] 𝑛 (𝑠) 𝑑𝑠} ,
(25)

where ⟨⋅⟩ denotes the average over all elements of the
representative volume.

3. Variation of the Effective Thermal
Conductivity of Geomaterials with respect
to Temperature and Pressure

3.1. Temperature Dependence. Beginning from the pioneer
work of [3], the temperature-dependent thermal proper-
ties of geomaterials have been studied for a long time
in relation with various engineering applications such as
geothermal reservoirs, underground storage of nuclear waste
or petroleum and natural gas geology. This subject is always
in continuous progress with a remarkable number of results
conducted on different types of soils and rocks in the last
decade [2, 4, 6–9]. A general tendency of decreasing of
thermal conductivity as a function of temperature can be
stated from these contributions. At the same time, a thermal
damage is reported as a consequence of the contrast of
constituent properties of geomaterials when the temperature
increases. This type of damage known as thermal cracking
developed principally in contacts of constituent phases of the
heterogeneous media like geomaterials.

In this part, we use the IIM method to solve the problem
of effective thermal conductivity estimation of geomaterials
whose constituent thermal conductivities depend on temper-
ature. In addition, the effects of cracking interfaces with tem-
perature on the effective thermal conductivity are considered
using imperfect interface. In that case, the nonlinearity of
effective thermal property reflects not only the nonlinearity of
the intrinsic properties of matrix and inclusions but also the
properties of interfaces, which when debonding produce an
extra thermal resistance. In order to describe the progressive
cracking of interfaces when the temperature evolves, the
properties of interface are supposed to vary with coordinates
following a known function. In the simplest case a piecewise
interfacial resistance function that takes some values for
debonding parts of interfaces and some other values for intact
ones could be used. As an example, the debonding parts
of the interface of a circular inclusion could be given in
function of an angle 𝜙 measured from an arbitrary chosen
direction (Figure 2). In extreme cases, full interface could be
considered as debonded. One could anticipate that, because
of the temperature dependent conductivity of local con-
stituents and interface debonding, the overall conductivity
would be highly temperature dependent [14, 15, 22–26]. As
demonstrated in a previous contribution from the authors
[18], the contact resistance leads also to a size-dependent
behavior of heterogeneous materials as observed in reality:
for the same volumetric fraction of inclusions, a more
pronounced effect of the interface is observed for smaller
inclusions. If not otherwise stated in following simulations,
the size of inclusion is equal to 𝑅 = 1 𝜇m.

For the sake of clarity, the geometry as well as the
initial and boundary conditions of the considered problem
is depicted in Figure 2. More precisely, a constant initial
temperature 𝑢 is considered in whole sample, and the mixed
boundary conditions consist in applying the temperatures 𝑢
and 𝑢 + Δ𝑢 at the two opposing faces (to the Oy direction
in the examples presented here) of the rectangular domain,
whereas the zero heat flux is supposed to be to two other
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Figure 2: (a) Single partial debonding of circular inclusion. (b) Double partial debonding of circular inclusion.

faces in the orthogonal direction (faces normal to the Ox
direction) to the first. In what follows, a constant 320 × 320
grid is used for all calculations. This value obtained from
the analysis of the sensitivity of numerical results to the grid
density in previous work [18] gives excellent agreement with
the analytical solutions in the context of the linear problem.

For illustration purposes, we consider a sample of
Callovo-Oxfordian argillite (see, e.g., [18] for a brief descrip-
tion) constituted by a clay matrix with quartz inclusions at the
mesoscopic level. The constant thermal conductivity of the

matrix is taken as𝐾1(𝑢) = 1.8 (W ⋅m−1 ⋅K−1). Otherwise the
thermal conductivity of quartz significantly decreases with
temperature and following evolution is reported in published

works [1, 3]:𝐾2(𝑢) = 7.7/(0.0045×𝑢−0.3863) (W ⋅m−1 ⋅K−1).
It must emphasize however that despite simple expressions
of thermal conductivities used for this material, one could
use any expression provided by experimental considerations.
Concerning the thermal resistance of interface in debonded

parts, an arbitrary value is taken equal to 10−6 (m2 ⋅K ⋅W−1),
while perfect interface conditions (𝛼 = 0) are supposed for
bonded parts.

For simulations, firstly the sample of heterogeneous mate-
rial with a single circular inclusions and partially (simple or
double) debonded interface is considered. As the illustration
in Figure 3, the temperature fields are presented on the mate-
rial containing a single circular inclusion with, respectively,
simple and double debonding interface. The debonding,
introduced in these simulations as an extra resistance of
the interface, is the reason of temperature jumps manifested
in the temperature profiles (Figure 4), respectively, in one
side and in two sides of inclusion according to debonding
interface geometry (single partial debonding in Figure 2(a)
or double partial debonding in Figure 2(b)).

The variation of the overall thermal conductivity of the
considered heterogeneous material with temperature as well
as with the volume fraction of constituents is shown in
Figure 5. Firstly, due to the decrease of the thermal

conductivity of solid inclusion, the same tendency is obtained
for the homogenized thermal property. The reduction
between 300∘K and 500∘K of this property is much more
pronounced in case of perfect interface with higher volume
fraction of minerals inhomogeneity (Figure 5(a)). For the
perfect interface case, the effective thermal conductivity is

always higher than that of the clay matrix𝐾1 = 1.8 (W ⋅m−1 ⋅
K−1) because of a higher thermal conductivity of inclusion in
all considered range of temperature. On the contrary, in the
case of fully debonded interface, under the effect of thermal
resistance of the interface, the effective thermal conductivity
could be smaller than that of the matrix (Figure 5(b)).

During thermal cracking, interfaces debonding is pro-
gressive. If this debonding is orientated and happened prefer-
entially at some directions, then the overall properties could
become anisotropic. Such situation is simulated by suppos-
ing a partially debonding of a circular inclusion. Figure 6
illustrates the evolution of effective thermal conductivities in
the vertical and horizontal directions in such situation. In
both directions the thermal conductivity decreases when the
debonding angle (angle 𝜙2(𝑏)) increases from 𝜙 = 0 (perfect
interface) to 𝜙 = 𝜋/2. However, because of the orientation of
the debonded part of the interface, the thermal conductivity
in the vertical direction decreases quicker than in horizontal
direction introducing an anisotropy on macroscopic thermal
conductivity of the homogenized material.

While single inclusion structure model assumes a peri-
odic material, in cases when this hypothesis is not satisfied
a more realistic description of the microstructure is needed.
The IIM could be successfully used in such conditions where
complex structures are studied. This feature is illustrated
here by considering a clayey rock with 60 quartz inclusions
counting for 20% of the volume. While all inclusions have
the same diameter, their positions are randomly obtained by
using a Monte Carlo procedure. As described in our previous
work [18], the number of inclusion used in simulations is
sufficient for having convergent results for homogenized
thermal conductivity of the random medium.
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Figure 3: Temperature field in the heterogeneous media with. (a) Double partial debonding of circular inclusion; (b) single partial debonding
of circular inclusion.

For illustration purposes, we consider a hypothetic crack-
ing evolution described by a linear evolution of debonding
angle with temperature 𝜙 = 𝑎 × 𝑢 + 𝑏 with 𝑎 = 𝜋/300 and𝑏 = −273×𝜋/300, which means that the interfaces are perfect
at 273∘K and completely debonded at 573∘K. Note also that
the position of debonded part is randomly generated at the
boundary of each inclusion.

The contours of temperature field in elementary repre-
sentative volume at some temperature levels are presented in
Figure 7, in which one could clearly distinguish the progres-
sive debonding of inclusions illustrated by the increase of the
debonded arc length of inclusions. Finally, as performed in
Figure 8(a), the comparison between two cases of perfectly
bonded and partially debonded of random inclusions has
elucidated the important increase of the nonlinearity of
effective thermal conductivity with temperature in the latter

case. Further, due to the random distribution of circular
inclusions as well as the debonded part of each inclusion,
these numerical results always display the quasi-isotropic of
the overall thermal property where𝐾𝑦𝑦

eff
/𝐾𝑥𝑥eff ≈ 1 as observed

in Figure 8(b).

3.2. Pressure Dependence. In addition to the temperature
dependence, the variation of the thermal conductivity of geo-
materials with respect to applied pressure is also an important
issue of research. Based on experimental results realized on
different types of rock, many authors showed that the increase
of pressure augments the thermal conductivity of materials
[2, 27–29]. For example, in their work, Abdulagatova et
al. [28] measured the thermal conductivity of sandstone at
pressures up to 400 MPa. They found that the thermal con-
ductivity of a rock increases rapidly between 0.1 and 100 MPa,
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Figure 4: Distribution of temperature following the vertical and horizontal cuts at the center of circular inclusion: (a) double partial
debonding; (b) single partial debonding.

and at high pressure (>100 MPa), a weak linear dependence
of the thermal conductivity with pressure was observed.
The increasing effect of pressure on thermal behavior was
explained by the closure of microcrack which caused the
approaching of the rock grains to each other at moderate
pressure. If pressure is still further increased, the reduction
of the rock’s intrinsic porosity may take place. These results
confirm the observation presented in the previous work of
Clauser and Huenges [1].

The influence of pressure on the effective thermal con-
ductivity will be carried out here by supposing that the

applied pressure will close continuously the debonded part of
inclusions. This simplification aims to illustrate the evolution
of the thermal conductivity under pressure but obviously a
more sophisticated study needs to be conducted to explicitly
account for the mechanism of this closure of debonded
inclusions. This case of study can be realized in the context
of the thermomechanical coupled behaviour of geomaterials
and will be discussed in our near future work. Thus, in the
present paper, we will define the variation of debonding
angle with respect to pressure as follows: 𝜙 = 𝜙0(1 +(𝑃/𝑃0)𝑛)(1−𝑛)/𝑛. This function presents a rapid decrease of
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Figure 5: Effective thermal conductivity 𝐾𝑦𝑦
eff

as a function of temperature and volume fraction of inclusion: (a) case of perfect interface; (b)
case of completely debonded interface.
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Figure 6: Effective thermal conductivity as a function of temperature and debonding angle: (a) vertical direction𝐾𝑦𝑦
eff

; (b) horizontal directions𝐾𝑥𝑥eff .

debonding angle with moderate pressure 𝑃 and is inversely
proportional with high pressure. Otherwise, to take into
account the temperature effect, the initial debonding angle 𝜙0
of random inclusions may vary as a function of temperature
as considered in previous section. As an example, in Figure 9,
we present the variation of the effective thermal conductivity
of the heterogeneous rock with respect to pressure as well
as temperature with the value 𝑃0 = 10MPa and 𝑛 = 2.
These results show the quick increase of the overall thermal
conductivity between the atmospheric pressure and 100MPa,
while a quasi linear evolution can be observed for the range
of pressure from 100 MPa to 200 MPa.

3.3. Comparison with Experimental Results. In this subsec-
tion, we compare our numerical prediction with some exper-
imental results published in the literature. As an example, in
their contribution, Jobmann and Buntebarth [7] investigated
the evolution of the thermal conductivity of the bentonite-
quartz mixture with respect to temperature within 20∘C to150∘C. Their main purpose of using this admixture is to
accelerate the heat flow through the geotechnical barrier
consisting of bentonite for the deep geological disposal of
waste. To increase the thermal conductivity of the barrier,
which needs to be similar to ones of the host rock, different
quartz contents in the admixture have been tested. The grain
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Figure 7: Contour of temperature in the heterogeneous media at different state of applied temperature.
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size of quartz was about 0.3mm. The results of these measures
showed that the thermal conductivity of the bentonite-
quartz mixtures slightly increase with respect to the quartz
content. Moreover, due to the temperature dependence of the
thermal conductivity of quartz while the thermal property of

bentonite is almost constant about 0.95 (W ⋅ m−1 ⋅ K−1), the
overall thermal conductivity of the mixture decreases with
respect to temperature.

In Figure 10, we present the comparison of the numerical
and experimental results with different quartz content of the
bentonite-quartz mixture. In these numerical simulations the
thermal resistance of interface is equal to 2 × 10−4 (m2 ⋅
K ⋅ W−1) while the two coefficients of the debonding angle’s
evolution function with temperature (see Section 3.1) are 𝑎 =𝜋/720 and 𝑏 = −53 × 𝜋/720, respectively. These values are
obtained from an inverse analysis so that both experiment

and simulation agree at best. We can state that the tendency
observed in the experiment is well captured by the numerical
estimations using the IIM method.

4. Conclusions

The immersed interface method (IIM) was adapted in the
present work to solve the elliptical transfer equation taking
into account the contact resistance of interface in non linear
heterogeneous composite-like geomaterials. This numerical
tool is then used to derive the temperature- and pressure-
dependent effective thermal conductivity of geomaterial
with imperfect contact between matrix and inclusion. The
imperfection of interface modeled as the partial or full
debonding of inclusions is created during a thermophysical
phenomenon called thermal cracking under heat load while
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Figure 9: Effective thermal conductivity of the randomly heterogeneous media as a function of pressure and temperature.

20 40 60 80 100 120 140 160
0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

5% quartz: experimental
5% quartz: numerical
10% quartz: experimental

10% quartz: numerical

20% quartz: experimental

20% quartz: numerical

30% quartz: experimental

30% quartz: numerical

K
eff

(W
/m

/K
)

u ( C)

Figure 10: Contour of temperature in the heterogeneous media at
different state of applied temperature.

a continuous closure of this imperfect interface is considered
under pressure. The numerical results highlight that the
overall conductivity at the macroscale depend strongly on
the applied temperature and pressure through the state of
debonding inclusions. The efficiency of numerical tool is
demonstrated both in periodic structures and random ones
allowing us to study in details temperature fields in a hetero-
geneous material with interfaces and its effective properties
counting for the role of the microstructure complexity on the
overall properties.
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The mathematical foundation of the traditional elastoplastic constitutive theory for geomaterials is presented from the mathematical
point of view, that is, the expression of stress-strain relationship in principal stress/strain space being transformed to the expression
in six-dimensional space. A new framework is then established according to the mathematical theory of vectors and tensors, which
is applicable to establishing elastoplastic models both in strain space and in stress space. Traditional constitutive theories can be
considered as its special cases. The framework also enables modification of traditional constitutive models.

1. Introduction

The mechanical properties of geomaterials are complex
and essential to make a numerical prediction; thus, many
researchers have paid attention to constitutive relations of
geomaterials. The simplest constitutive model for geomateri-
als is the elastic model, among which the common nonlinear
models are the Cauchy elastic model, the hyperelastic model,
and the hypoelastic model. The Cauchy elastic model assumes
that the stress (or strain) in the material depends on the
current strain (or stress) only, and not on its history. The
constitutive equation for the hyperelastic model is established
by the strain energy function or complement energy function.
The hypoelastic model assumes that the stress state of an
elastic material is associated with both the strain state and the
stress path. The typical hypoelastic models are the E-𝜇 and E-
B models proposed by Duncan et al. [1, 2] and the K-G model
[3–5].

According to the experimental results, most deforma-
tions of geomaterials are plastic deformations. Therefore,
traditional plasticity theory has often been used to establish
constitutive models for soil. For example, Drucker et al. [6]
described the deformation property of soil by traditional

elastoplastic theory and proposed a model with conical yield
surface affected by hydrostatic pressure. Roscoe et al. [7]
proposed a plastic cap model for normally consolidated clay,
which is well known as the Cambridge model. Subsequently,
Roscoe and Burland [8] modified the dilatancy equation in
the Cambridge model and proposed a modified Cambridge
model with elliptical yield surface. Wroth and Bassett [9]
and Poorooshasb et al. [10] extended the model to sandy
soil, and Yao et al. [11, 12] extended the model to sandy soil
and overconsolidated soil. There are plenty of elastoplastic
models, such as models with a single yield surface proposed
by Desai et al. [13, 14] and Lade et al. [15–18], models with
a double yield surface, and three surface models [19]. The
concepts of the bounding surface [20–23] and the subloading
surface [24, 25], endochronic theory [26], and disturbed
states [27] have also been applied to establishing constitutive
models for geomaterials.

In this paper, a theoretical framework on establishing
constitutive models for geomaterials is proposed, the initial
thought of which is provided by the first author in 1988
and in 1990s [28–31], and it has been implemented by some
researchers to simulate the behavior of jointed rock masses
[32] and soil-structure interface [33].
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2. Classical Elastoplastic Theory of
Geomaterials

The incremental form of a stress-strain relationship in tradi-
tional geomechanics is generally expressed as

d𝜎𝑖𝑗 = 𝐷𝑖𝑗𝑘𝑙d𝜀𝑘𝑙. (1)

Determining 𝐷𝑖𝑗𝑘𝑙 is the major topic for constitutive models
of geomaterials. Obviously, 𝐷𝑖𝑗𝑘𝑙 can be obtained by fitting
experimental data, given that experiments on stress and
strain tensors are conducted. However, it is extremely difficult
to do so. Therefore, experiments on the stress-strain rela-
tionship of geomaterials are usually conducted in principal
stress/strain space; that is, only the relationship between
the principal stress 𝜎𝑖 (𝑖 = 1, 2, 3) and the principal strain𝜀𝑖 (𝑖 = 1, 2, 3), is obtained. To obtain 𝐷𝑖𝑗𝑘𝑙, the constitutive
tensor in general coordinate space should be derived from
the stress-strain relationship in principal stress/strain space.
From a mathematical point of view, these can be treated as
the problems of coordinate transformation [34–36].

The relationship between the plastic strain increment and
stress increment in principal stress/strain space is defined as

{d𝜀𝑝𝑖 }3×1 = [𝐴]3×3{d𝜎𝑖}3×1, (2a)

[𝐴]3×3 = [[
𝑎11 𝑎12 𝑎13𝑎21 𝑎22 𝑎23𝑎31 𝑎32 𝑎33]] , (2b)

where 𝑎𝑖𝑗 are the functions of total stress 𝜎𝑖, total strain 𝜀𝑖 (𝑖 =1, 2, 3) or stress path.
When the matrix rank of [𝐴] is 1, or |𝐴| = 0, there exists a

vector {𝛼1 𝛼2 𝛼3}𝑇 and coefficients 𝛽1, 𝛽2, 𝛽3 to express [𝐴]
as

[𝐴] = {𝛽1 𝛽2 𝛽3}𝑇 {𝛼1 𝛼2 𝛼3} , (3)

Therefore, substituting (3) into (2a) and (2b) gives

{d𝜀𝑝𝑖 } = {𝛽1 𝛽2 𝛽3}𝑇 {𝛼1 𝛼2 𝛼3} {d𝜎𝑖} , (4a)

that is,

{d𝜀𝑝𝑖 } = d𝜆{𝛽1 𝛽2 𝛽3}𝑇, (4b)

where

d𝜆 = 3∑
𝑖=1

𝛼𝑖d𝜎𝑖. (5)

According to (4b),

d𝜀𝑝1 : d𝜀𝑝2 : d𝜀𝑝3 = 𝛽1 : 𝛽2 : 𝛽3. (6)

𝛽𝑖 (𝑖 = 1, 2, 3) is a function of𝜎𝑖 or 𝜀𝑖. When𝛽 = {𝛽1 𝛽2 𝛽3}𝑇
is of a field with potential, there is a potential function𝑄 such
that

𝛽𝑖 = 𝜕𝑄𝜕𝜎𝑖 . (7)

Substituting (7) into (4b), we have

d𝜀𝑝𝑖 = d𝜆𝜕𝑄𝜕𝜎𝑖 . (8)

If we assume that d𝜀𝑝𝑖 and 𝜎𝑖 have the same principal
directions, the coordinate transformation can be expressed as
follows:

d𝜀𝑝𝑖𝑗 = d𝜀𝑝𝑖 𝜕𝜎𝑖𝜕𝜎𝑖𝑗 . (9)

Substituting (9) into (8) gives

d𝜀𝑝𝑖𝑗 = d𝜆 𝜕𝑄𝜕𝜎𝑖𝑗 . (10)

Similarly, from elastic potentials theory, there is a poten-
tial function𝑊 in principal stress space, and 𝜀𝑖 is defined as

𝜀𝑖 = 𝜕𝑊𝜕𝜎𝑖 . (11)

If we assume that 𝜎𝑖 and 𝜀𝑖 have the same principal direction,
the coordinate transformation can be expressed as follows:

𝜀𝑖𝑗 = 𝜀𝑖 𝜕𝜎𝑖𝜕𝜎𝑖𝑗 . (12)

Substituting (11) into (12),

𝜀𝑖𝑗 = 𝜕𝑊𝜕𝜎𝑖𝑗 . (13)

In conclusion, traditional plastic potential theory corre-
sponds to the case that the matrix [𝐴] in (2a) and (2b) has
rank 1, and 𝛽 can be expressed as the gradient vector of a
potential function. Based on mathematical principles, a more
general potential function-based constitutive framework can
be established according to vector field theory and tensor
theory as described below.

3. Derivation of Constitutive Framework from
Vector Field Theory

Obviously, when the three principal components of the

plastic strain increment, d𝜀𝑝𝑖 (𝑖 = 1, 2, 3), are considered to
be components of a vector d𝜀p, the principal components can
be expressed as three linearly independent 3D vectors by a
vector fitting method. The gradient vectors of three linearly
independent potential functions are selected as the linearly
independent vectors.

When d𝜀p is expressed in principal stress space, the
coordinate orientations of d𝜀p and 𝜎𝑖 are the same, andΦ1, Φ2, Φ3 are three linearly independent potential func-
tions in principal stress space, and then the following expres-
sion is obtained:

d𝜀𝑝𝑖 = 3∑
𝑘=1

𝜆𝑘 𝜕Φ𝑘𝜕𝜎𝑖 , (14)
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where 𝜆𝑘 (𝑖 = 1, 2, 3) are the coefficients. Suppose that the
principal directions of d𝜀p and 𝜎𝑖 are the same, and we
substitute (14) into (9), giving the tensor expression in general
coordinate space as

d𝜀𝑝𝑖𝑗 = 3∑
𝑘=1

𝜆𝑘 𝜕Φ𝑘𝜕𝜎𝑖𝑗 . (15)

Similarly, d𝜀p can also be expressed in strain space. LetΨ1, Ψ2, Ψ3 be three linearly independent potential functions
in principal strain space, and the following expression is
obtained:

d𝜀𝑝𝑖𝑗 = 3∑
𝑘=1

𝜇𝑘 𝜕Ψ𝑘𝜕𝜀𝑖𝑗 . (16)

Define the plastic stress increment as

{d𝜎𝑝} = [𝐷𝑒] {d𝜀𝑝} , (17)

where [𝐷𝑒] is the elastic stiffness matrix, and then the
expressions in stress space and strain space are

d𝜎𝑝𝑖𝑗 = 3∑
𝑘=1

𝛽𝑘 𝜕𝐺𝑘𝜕𝜎𝑖𝑗 , (18)

d𝜎𝑝𝑖𝑗 = 3∑
𝑘=1

𝛼𝑘 𝜕𝐹𝑘𝜕𝜀𝑖𝑗 . (19)

For the total stress and the total strain, consider the three
principal stresses and the three principal strains as vectors in
three-dimensional space with the same principal directions,
and the following expressions are obtained:

𝜎𝑖𝑗 = 3∑
𝑘=1

𝜂𝑘 𝜕𝑊𝑘𝜕𝜀𝑖𝑗 ,
𝜀𝑖𝑗 = 3∑

𝑘=1

𝜒𝑘 𝜕Ω𝑘𝜕𝜎𝑖𝑗 ,
(20)

where 𝑊𝑘, Ω𝑘 (𝑖 = 1, 2, 3) are potential functions with lin-
early independent gradient vectors in strain space and stress
space, respectively.

4. Derivation of Constitutive Framework from
Tensor Theory

If 𝐴 𝑖𝑗 and 𝐸𝑖𝑗 are symmetric second-order tensors with
the same principal directions, the following equations are
obtained according to tensor theory and vector fitting:

𝐴 𝑖𝑗 = 3∑
𝑘=1

𝜆𝑘 𝜕𝐼𝐸𝑘𝜕𝐸𝑖𝑗 , (21)

𝐸𝑖𝑗 = 3∑
𝑘=1

𝛽𝑘 𝜕𝐼𝐴𝑘𝜕𝐴 𝑖𝑗 , (22)

where 𝐼𝐸𝑘 (𝑘 = 1, 2, 3) are three independent invariants of𝐸𝑖𝑗,
and 𝐼𝐴𝑘 (𝑘 = 1, 2, 3) are three independent invariants of 𝐴 𝑖𝑗.
For example, for the stress tensor 𝜎𝑖𝑗, the three independent
invariants can be 𝐼𝜎1 = 𝜎𝑖𝑖, 𝐼𝜎2 = (1/2)𝜎𝑖𝑗𝜎𝑗𝑖, 𝐼𝜎3 =(1/3)𝜎𝑖𝑘𝜎𝑘𝑛𝜎𝑛𝑚; 𝐼𝜎1 = 𝑝, 𝐼𝜎2 = 𝑞, 𝐼𝜎3 = 𝜃; or 𝐼𝜎1 = 𝜎1, 𝐼𝜎2 = 𝜎2,𝐼𝜎3 = 𝜎3, where 𝑝 is the mean stress, 𝑞 is the deviatoric stress,𝜃 is the Lode’s angle, and 𝜎1, 𝜎2, and 𝜎3 are the three principal
stresses.

If 𝐴 𝑖𝑗 = d𝜀𝑝𝑖𝑗, 𝐸𝑖𝑗 = 𝜎𝑖𝑗, 𝐼𝜎𝑘 (𝑘 = 1, 2, 3) are invariants of𝜎𝑖𝑗, it can be obtained from (21) that

d𝜀𝑝𝑖𝑗 = 3∑
𝑘=1

𝜆𝑘 𝜕𝐼𝜎𝑘𝜕𝜎𝑖𝑗 , (23)

which is equivalent to (15) when Φ𝑘 = 𝐼𝜎𝑘.
If𝐴 𝑖𝑗 = d𝜀𝑝𝑖𝑗,𝐸𝑖𝑗 = 𝜀𝑖𝑗, 𝐼𝜀𝑘 (𝑘 = 1, 2, 3) are invariants of 𝜀𝑖𝑗,

then

d𝜀𝑝𝑖𝑗 = 3∑
𝑘=1

𝛼𝑘 𝜕𝐼𝜀𝑘𝜕𝜀𝑖𝑗 . (24)

If 𝐴 𝑖𝑗 = 𝜀𝑖𝑗, 𝐸𝑖𝑗 = 𝜎𝑖𝑗, then

𝜎𝑖𝑗 = 3∑
𝑘=1

𝛽𝑘 𝜕𝐼𝜀𝑘𝜕𝜀𝑖𝑗 ,
𝜀𝑖𝑗 = 3∑

𝑘=1

𝜆𝑘 𝜕𝐼𝜎𝑘𝜕𝜎𝑖𝑗 .
(25)

Equation (25) corresponds to (20), respectively, when 𝑊𝑘 =𝐼𝜀𝑘, Ω𝑘 = 𝐼𝜎𝑘.
Similarly, if 𝐴 𝑖𝑗 = Δ𝜀𝑖𝑗, 𝐸𝑖𝑗 = Δ𝜎𝑖𝑗, then according to (21),

we have

Δ𝜀𝑖𝑗 = 3∑
𝑘=1

𝜆𝑘 𝜕𝐼𝜎𝑘𝜕 (Δ𝜎𝑖𝑗) . (26)

It should be noted that the derivations from vector field
theory and from tensor theory are actually coincident. The
potential functions in the derivation from vector field theory
are functions of invariants, which degenerate to tensor form
after composite derivation.

5. Elastoplastic Matrix in Stress Space

Without considering the effect of the Lode’s angle 𝜃 and
rotation of principal stress, the relations for the plastic strain
increment and stress increment are expressed as

d𝜀𝑝V = 𝐴d𝑝 + 𝐵d𝑞, (27a)

d𝜀𝑝 = 𝐶d𝑝 + 𝐷d𝑞, (27b)

where 𝐴, 𝐵, 𝐶, 𝐷 are parameters.

The following equation is obtained from the potential
functions Φ1 = 𝑝, Φ2 = 𝑞 in (15) without considering the
effect of the Lode’s angle:

d𝜀𝑝𝑖𝑗 = 𝜆1 𝜕𝑝𝜕𝜎𝑖𝑗 + 𝜆2 𝜕𝑞𝜕𝜎𝑖𝑗 . (28)
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In matrix form, this is

{d𝜀𝑝} = 𝜆1 {𝜕𝑝𝜕𝜎} + 𝜆2 {𝜕𝑞𝜕𝜎} . (29)

It is obvious that

𝜆1 = d𝜀𝑝V , 𝜆2 = d𝜀𝑝. (30)

According to (27a), (27b), (29), and (30),

{d𝜀𝑝} = (𝐴d𝑝 + 𝐵d𝑞) {𝜕𝑝𝜕𝜎} + (𝐶d𝑝 + 𝐷d𝑞) { 𝜕𝑞𝜕𝜎} .
(31)

Since

d𝑝 = {𝜕𝑝𝜕𝜎}𝑇 {d𝜎} , d𝑞 = {𝜕𝑞𝜕𝜎}𝑇 {d𝜎} , (32)

it follows that

{d𝜀𝑝} = [𝐶𝜎𝑝] {d𝜎} , (33a)

[𝐶𝜎𝑝] = 𝐴{𝜕𝑝𝜕𝜎}{𝜕𝑝𝜕𝜎}𝑇 + 𝐵{𝜕𝑝𝜕𝜎}{𝜕𝑞𝜕𝜎}𝑇
+ 𝐶{𝜕𝑞𝜕𝜎}{𝜕𝑝𝜕𝜎}𝑇 + 𝐷{𝜕𝑞𝜕𝜎}{𝜕𝑞𝜕𝜎}𝑇,

(33b)

where [𝐶𝜎𝑝] is the plastic compliance matrix.

Since {d𝜀} = {d𝜀𝑒} + {d𝜀𝑝}, then

{d𝜀} = [𝐶𝜎𝑒𝑝] {d𝜎} , (34a)

where

[𝐶𝜎𝑒𝑝] = [𝐶𝑒] + [𝐶𝜎𝑝] . (34b)

[𝐶𝑒] is the elastic compliance matrix and [𝐶𝜎𝑒𝑝] is the elasto-

plastic compliance matrix.
Therefore, the elastoplastic model in stress space can

be established once the parameters 𝐴, 𝐵, 𝐶, and 𝐷 are
determined. Note that 𝐴, 𝐵, 𝐶, and 𝐷 are not constants,
which evolve with stress and strain, as presented in the
following sections.

6. Elastoplastic Matrix in Strain Space

According to (17), the plastic stress increment is defined as{d𝜎𝑝} = [𝐷𝑒]{d𝜀𝑝}, where [𝐷𝑒] is the elastic matrix and {d𝜀𝑝}
is the plastic strain increment.𝜀V, 𝜀, and𝜓 are three invariants of the strain tensor, where𝜓 is the strain Lode’s angle. If we ignore the effect of Lode’s
angle and take 𝜀V and 𝜀 as potential functions, that is, 𝐹1 =𝜀V, 𝐹2 = 𝜀 in (19), then

d𝜎𝑝𝑖𝑗 = 𝜆1 𝜕𝜀V𝜕𝜀𝑖𝑗 + 𝜆2 𝜕𝜀𝜕𝜀𝑖𝑗 . (35)

Written in matrix form,

{d𝜎𝑝} = 𝜆1 {𝜕𝜀V𝜕𝜀 } + 𝜆2 {𝜕𝜀𝜕𝜀} . (36)

Obviously,

𝜆1 = d𝑝𝑝, 𝜆2 = d𝑞𝑝. (37)

From the definition of (17),

d𝑝𝑝 = 𝐾𝑒d𝜀𝑝V = 𝐾𝑒 (d𝜀V − d𝜀𝑒V) = 𝐾𝑒d𝜀V − d𝑝, (38a)

d𝑞𝑝 = 3𝐺𝑒d𝜀𝑝 = 3𝐺𝑒 (d𝜀 − d𝜀𝑒) = 3𝐺𝑒d𝜀 − d𝑞, (38b)

where𝐾𝑒, 𝐺𝑒 are the elastic bulk modulus and shear modulus.
Considering

d𝜀𝑒V = 1𝐾𝑒 d𝑝, (39a)

d𝜀𝑒 = 13𝐺𝑒 d𝑞, (39b)

substituting (39a) and (39b) into (27a) and (27b) yields

d𝜀V = ( 1𝐾𝑒 + 𝐴) d𝑝 + 𝐵d𝑞, (40a)

d𝜀 = 𝐶d𝑝 + ( 13𝐺𝑒 + 𝐷) d𝑞. (40b)

It can now be calculated that

d𝑝 = 𝐴d𝜀V + 𝐵d𝜀, (41a)

d𝑞 = 𝐶d𝜀V + 𝐷d𝜀, (41b)

where

𝐴 = 1|𝐴| (𝐷 + 13𝐺𝑒) , 𝐵 = − 𝐵|𝐴| , 𝐶 = − 𝐶|𝐴| ,
𝐷 = 1|𝐴| (𝐴 + 1𝐾𝑒) ,

|𝐴| = 3𝐷𝐺𝑒 + 𝐴𝐾𝑒 + 13𝐾𝑒𝐺𝑒 + (𝐴𝐷 − 𝐵𝐶) .
(42)

Substituting (41a) and (41b) into (37), (38a), and (38b) gives

𝜆1 = d𝑝𝑝 = (𝐾𝑒 − 𝐴) d𝜀V − 𝐵d𝜀, (43a)

𝜆2 = d𝑞𝑝 = −𝐶d𝜀V + (3𝐺𝑒 − 𝐷) d𝜀. (43b)

In addition,

d𝜀V = {𝜕𝜀V𝜕𝜀 }𝑇 {d𝜀} , d𝜀 = {𝜕𝜀𝜕𝜀}𝑇 {d𝜀} . (44)

Substituting (44) into (43a), (43b), and (36) yields

{d𝜎𝑝} = [𝐷𝜀𝑝] {d𝜀} , (45a)



Journal of Applied Mathematics 5

where

[𝐷𝜀𝑝] = (𝐾𝑒 − 𝐴){𝜕𝜀V𝜕𝜀 }{𝜕𝜀V𝜕𝜀 }𝑇 − 𝐵{𝜕𝜀V𝜕𝜀 }{𝜕𝜀𝜕𝜀}𝑇
− 𝐶{𝜕𝜀𝜕𝜀}{𝜕𝜀V𝜕𝜀 }𝑇 + (3𝐺𝑒 − 𝐷){𝜕𝜀𝜕𝜀}{𝜕𝜀𝜕𝜀}𝑇,

(45b)

that is,

[𝐷𝜀𝑝] = 1|𝐴| {𝛼𝐴{𝜕𝜀V𝜕𝜀 }{𝜕𝜀V𝜕𝜀 }𝑇 + 𝐵{𝜕𝜀V𝜕𝜀 }{𝜕𝜀𝜕𝜀}𝑇

+ 𝐶{𝜕𝜀𝜕𝜀}{𝜕𝜀V𝜕𝜀 }𝑇 +𝐷𝛼 {𝜕𝜀𝜕𝜀}{𝜕𝜀𝜕𝜀}𝑇} ,
(45c)

where 𝛼 = 𝐾𝑒/3𝐺𝑒 = 2(1+𝜇𝑒)/9(1−2𝜇𝑒), and 𝜇𝑒 is the elastic
Poisson ratio.

Hence, the total stress increment can be expressed as{d𝜎} = [𝐷𝑒] {d𝜀𝑒} = [𝐷𝑒] ({d𝜀} − {d𝜀𝑝})
= [𝐷𝑒] {d𝜀} − {d𝜎𝑝} = [𝐷𝑒] {d𝜀} − [𝐷𝜀𝑝] {d𝜀}
= [𝐷𝜀𝑒𝑝] {d𝜀} ,

(46a)

where [𝐷𝜀𝑒𝑝] = [𝐷𝑒] − [𝐷𝜀𝑝] . (46b)

The duality of stress and strain is evident in (45a), (45b), (45c),
(33a), and (33b).

It should be noted that it is practically impossible to
obtain the total strain in soil, and thus the elastoplastic
matrix in stress space is more applicable. However, if we
could further extend the framework to the space of strain
increment, the practicability becomes promising.

7. Relationship with Traditional
Elastoplastic Model

7.1. General Form. The elastoplastic compliance matrix of the
traditional elastoplastic model is

[𝐶𝜎𝑒𝑝] = [𝐶𝑒] + 1𝐴𝐻 {𝜕𝑔𝜕𝜎}{𝜕𝑓𝜕𝜎}
𝑇, (47)

where 𝑓 and 𝑔 are the yield function and plastic potential

function, 𝐴𝐻 = −𝜕𝑓/𝜕𝐻{𝜕𝐻/𝜕𝜀𝑝}𝑇{𝜕𝑔/𝜕𝜎} is the plastic
hardening modulus, and 𝐻 is the hardening parameter.𝑓 and 𝑔 are usually expressed in terms of the stress
invariants, 𝑝, 𝑞, 𝜃. If the effect of the Lode’s angle 𝜃 is not
considered, the expression only concerns 𝑝 and 𝑞, that is,

{𝜕𝑓𝜕𝜎} = 𝜕𝑓𝜕𝑝 {𝜕𝑝𝜕𝜎} + 𝜕𝑓𝜕𝑞 {𝜕𝑞𝜕𝜎} , (48a)

{𝜕𝑔𝜕𝜎} = 𝜕𝑔𝜕𝑝 {𝜕𝑝𝜕𝜎} + 𝜕𝑔𝜕𝑞 { 𝜕𝑞𝜕𝜎} . (48b)

Substituting (48a) and (48b) into (47), we have

[𝐶𝜎𝑒𝑝]
= [𝐶𝑒] + 1𝐴𝐻
× {𝜕𝑔𝜕𝑝 𝜕𝑓𝜕𝑝 {𝜕𝑝𝜕𝜎}{𝜕𝑝𝜕𝜎}𝑇 + 𝜕𝑔𝜕𝑝 𝜕𝑓𝜕𝑞 {𝜕𝑝𝜕𝜎}{𝜕𝑞𝜕𝜎}𝑇

+ 𝜕𝑔𝜕𝑞 𝜕𝑓𝜕𝑝 {𝜕𝑞𝜕𝜎}{𝜕𝑝𝜕𝜎}𝑇 + 𝜕𝑔𝜕𝑞 𝜕𝑓𝜕𝑞 {𝜕𝑞𝜕𝜎}{𝜕𝑞𝜕𝜎}𝑇} .
(49)

Comparing this with (33a), (33b), (34a), and (34b), it follows
that

𝐴 = 1𝐴𝐻 𝜕𝑔𝜕𝑝 𝜕𝑓𝜕𝑝 , 𝐵 = 1𝐴𝐻 𝜕𝑔𝜕𝑝 𝜕𝑓𝜕𝑞 ,
𝐶 = 1𝐴𝐻 𝜕𝑔𝜕𝑞 𝜕𝑓𝜕𝑝 , 𝐷 = 1𝐴𝐻 𝜕𝑔𝜕𝑞 𝜕𝑓𝜕𝑞 .

(50a)

Equation (33a) and (33b) can be seen as a general formula for
traditional constitutive models, and (49) is a special form of
(33a) and (33b). For associated models, when 𝑓 = 𝑔,

𝐴 = 1𝐴𝐻(𝜕𝑓𝜕𝑝)
2, 𝐵 = 𝐶 = 1𝐴𝐻 𝜕𝑓𝜕𝑝 𝜕𝑓𝜕𝑞 ,

𝐷 = 1𝐴𝐻(𝜕𝑓𝜕𝑞)
2. (50b)

Most traditional constitutive models are to determine
the relationship between 𝑓, 𝑔 and 𝑝, 𝑞, which can be used
to calculate the four model parameters 𝐴, 𝐵, 𝐶, and 𝐷
indirectly. It can be seen from (50a) and (50b) that the
traditional nonassociated models actually assume that

𝐴𝐷 − 𝐵𝐶 = 0. (51a)

The associated models still need to satisfy (51a) and also
require

𝐵 = 𝐶. (51b)

Rewrite (27a) and (27b) into matrix form

{d𝜀𝑝V
d𝜀𝑝} = [𝐴 𝐵𝐶 𝐷]{d𝑝

d𝑞} . (52)

Clearly (51a) requires the determinant rank of the coef-
ficient matrix in (52) to be 1 or requires d𝜀𝑝V and d𝜀𝑝 to be
linearly correlated. Equation (51b) additionally requires the
coefficient matrix to be symmetric.

The traditional elastoplastic model in stress space can be
translated to strain space by the duality of (45a), (45b), (45c),
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(33a), and (33b). Substituting (50a) and (50b) into (42), (45a),
(45b), and (45c) yields the expression in strain space[𝐷𝜀𝑒𝑝]= [𝐷𝑒] − 1𝛽

× {𝛼𝜕𝑔𝜕𝑝 𝜕𝑓𝜕𝑝 {𝜕𝜀V𝜕𝜀 }{𝜕𝜀V𝜕𝜀 }𝑇 + 𝜕𝑔𝜕𝑝 𝜕𝑓𝜕𝑞 {𝜕𝜀V𝜕𝜀 }{𝜕𝜀𝜕𝜀}𝑇
+𝜕𝑔𝜕𝑞 𝜕𝑓𝜕𝑝 {𝜕𝜀V𝜕𝜀 }{𝜕𝜀𝜕𝜀}𝑇 + 1𝛼 𝜕𝑔𝜕𝑞 𝜕𝑓𝜕𝑞 {𝜕𝜀𝜕𝜀}{𝜕𝜀𝜕𝜀}𝑇} ,

(53a)

where

𝛽 = 𝐴𝐻 |𝐴| = 13𝐺𝑒 𝜕𝑔𝜕𝑝 𝜕𝑓𝜕𝑝 + 1𝐾𝑒 𝜕𝑔𝜕𝑞 𝜕𝑓𝜕𝑞 + 𝐴𝐻3𝐾𝑒𝐺𝑒 . (53b)

Hence, the stiffness matrix of (53a) and (53b) is obtained
using 𝑓 and 𝑔 from the traditional constitutive models,
and the transformation from stress space to strain space is
thus achieved. Obviously, the transformation only changes
the mathematical calculation method of the coefficient and
elastoplastic matrices and has no influence on a particular
model itself or the loading-unloading criterion of the model.
Therefore, the transformation is applicable to all traditional
elastoplastic models.

7.2. Modified Cambridge Model. In the modified Cambridge
model,

𝑓 = 𝑔 = 𝑝 + 𝑞2𝑀2𝑝 − 𝑝0𝑒(1+𝑒0)/(𝜆−𝜅)𝐻 = 0, (54)

and so 𝜕𝑓𝜕𝑝 = 1 − 𝜂2𝑀2
, 𝜕𝑓𝜕𝑞 = 2𝜂𝑀2

,
𝐴𝐻 = 1 + 𝑒0𝜆 − 𝜅 (1 − 𝜂2𝑀2

)𝑝0𝑒(1+𝑒0)/(𝜆−𝜅)𝐻, (55)

where 𝜂 = 𝑞/𝑝, 𝐻 is the hardening parameter (= 𝜀𝑝V , for the
modified Cambridge model), 𝑀 is the stress ratio at critical
state, 𝑝0 is the initial mean stress, 𝑒0 is the initial void ratio,𝜆 is the slope of the normal compression line (NCL), and 𝜅 is
the slope of the unloading line. The elastoplastic compliance
matrix in stress space is expressed as

[𝐶𝜎𝑒𝑝] = [𝐶𝑒] + 1𝐴𝐻
× {(1 − 𝜂2𝑀2

)2 {𝜕𝑝𝜕𝜎}{𝜕𝑝𝜕𝜎}𝑇
+ 2𝜂𝑀2

(1 − 𝜂2𝑀2
){𝜕𝑝𝜕𝜎}{𝜕𝑞𝜕𝜎}𝑇

+ 2𝜂𝑀2
(1 − 𝜂2𝑀2

){𝜕𝑞𝜕𝜎}{𝜕𝑝𝜕𝜎}𝑇
+4𝜂2𝑀4

{𝜕𝑞𝜕𝜎}{𝜕𝑞𝜕𝜎}𝑇} .

(56)

The elastoplastic stiffness matrix in strain space is

[𝐷𝜀𝑒𝑝] = [𝐷𝑒] − 1𝛽
× { 𝐾𝑒3𝐺𝑒(1 − 𝜂2𝑀2

)2 {𝜕𝜀V𝜕𝜀 }{𝜕𝜀V𝜕𝜀 }𝑇
+ 2𝜂𝑀2

(1 − 𝜂2𝑀2
){𝜕𝜀V𝜕𝜀 }{𝜕𝜀𝜕𝜀}𝑇

+ 2𝜂𝑀2
(1 − 𝜂2𝑀2

){𝜕𝜀V𝜕𝜀 }{𝜕𝜀𝜕𝜀}𝑇
+3𝐺𝑒𝐾𝑒 4𝜂

2𝑀4
{𝜕𝜀𝜕𝜀}{𝜕𝜀𝜕𝜀}𝑇} ,

(57a)

where 𝛽 = 13𝐺𝑒(1 − 𝜂2𝑀2
)2 + 1𝐾𝑒 4𝜂

2𝑀4
+ 𝐴𝐻3𝐺𝑒𝐾𝑒 . (57b)

A new hardening parameter for the modified Cambridge
model was proposed by Yao et al. [12] as

𝐻 = ∫ d𝐻 = ∫ 𝑀4
𝑓 − 𝜂4𝑀4 − 𝜂4 d𝜀𝑝V = ∫ 1Ωd𝜀𝑝V . (58a)

in which Ω = 𝑀4 − 𝜂4𝑀4
𝑓 − 𝜂4 , (58b)

where𝑀𝑓 is the potential failure stress ratio.
Yao improved the modified Cambridge model by replac-

ing 𝐻 = 𝜀𝑝V with (58a) and (58b), which changes 𝐴𝐻 in the
modified Cambridge model to (1/Ω)𝐴𝐻. The improved con-
stitutive model is a unified hardening model and is suitable
for sandy soil, which actually replaces {d𝜀𝑝} by Ω{d𝜀𝑝} with
(49), or the following expression with (52):

d𝜀𝑝V
d𝜀𝑝V 󵄨󵄨󵄨󵄨󵄨𝑐 =

d𝜀𝑝
d𝜀𝑝󵄨󵄨󵄨󵄨𝑐 = Ω = 𝑀4 − 𝜂4𝑀4

𝑓 − 𝜂4 , (59)

where d𝜀𝑝V |𝑐, d𝜀𝑝|𝑐 are the volumetric strain and shear strain,
respectively, that are calculated by the modified Cambridge
model.

This modification can be further improved. For instance,
the volumetric strain and shear strain of triaxial testing are
first calculated by the modified Cambridge model, and then
the ratio of the volumetric strain and shear strain can be fitted
according to the test results, that is

d𝜀𝑝V
d𝜀𝑝V 󵄨󵄨󵄨󵄨󵄨𝑐 = 𝜉 (𝑝, 𝑞) ,

d𝜀𝑝
d𝜀𝑝󵄨󵄨󵄨󵄨𝑐 = 𝜁 (𝑝, 𝑞) . (60)

Therefore, (52) is modified to

{d𝜀𝑝V
d𝜀𝑝} = [𝜉𝐴 𝜉𝐵𝜁𝐶 𝜁𝐷]{d𝑝

d𝑞} . (61)

𝜉 and 𝜁 can be estimated by polynomial fitting or other
fitting methods. Yao’s hardening model is obtained when 𝜉 =𝜁 = (𝑀4 − 𝜂4)/(𝑀4

𝑓 − 𝜂4).
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The above-mentioned modification method can be
extended to other elastoplastic models. The correction coeffi-
cients 𝜉 and 𝜁 can be fitted based on the triaxial testing results
or other testing results. The obtained matrix can improve the
calculation accuracy of existing elastoplastic models or be
used to establish new modified models. Note that there is
no physical mechanism involved in the framework, and thus
the loading-unloading criterion and the evolution of internal
state variables of the original model should still be employed
in the modified one.

8. Application: A Simple Model

Theoretically, the constitutive model of soil would be estab-
lished if the parameters𝐴, 𝐵, 𝐶, and 𝐷 in (27a), (27b), (33a),
and (33b) are obtained by experiments such as conventional
triaxial test, isotropic compression test, and 𝑝 = Const. test.

For example, the equations for the tangent modulus 𝐸𝑡
and tangential Poisson ratio 𝜇𝑡 are obtained by fitting the
curve from triaxial testing, that is

𝐸𝑡 = 𝜕 (𝜎1 − 𝜎3)𝜕𝜀1 , (62a)

𝜇𝑡 = −𝜕𝜀3𝜕𝜀1 = 12 (1 − 𝜕𝜀V𝜕𝜀1) . (62b)

𝐸𝑡 and 𝜇𝑡 can be curve fitted by a polynomial or by
the formulae in the Duncan-Chang E-𝜇 model [1]. However,
two supplementary equations are needed as there are four
unknown parameters in (27a) and (27b). Therefore, an
isotropic compression test or 𝑝 = Const. test should be
conducted, or the assumptions 𝐴𝐷 − 𝐵𝐶 = 0 and 𝐵 = 𝐶
are made.

In conventional triaxial test, 𝜎3 = Const, d𝑝 = (1/3)d𝜎1,
d𝑞 = d𝜎1, d𝜀V = d𝜀1 + d𝜀2 + d𝜀3 = (1 − 2𝜇𝑡)d𝜀1, and d𝜀 =(2/3)(1 + 𝜇𝑡)d𝜀1. According to (62a), (62b), (27a), and (27b)
and the assumption in (51a) and (51b), we have

𝐴 = 𝐾2𝑒𝑝𝜔 , 𝐵 = 𝐶 = 𝐾𝑒𝑝𝐺𝑒𝑝𝜔 , 𝐷 = 𝐺2𝑒𝑝𝜔 , (63a)

where 𝐾𝑒𝑝 = 1 − 2𝜇𝑡𝐸𝑡 − 1 − 2𝜇𝑒𝐸𝑒 ,
𝐺𝑒𝑝 = 2 (1 + 𝜇𝑡)3𝐸𝑡 − 2 (1 + 𝜇𝑒)3𝐸𝑒 ,
𝜔 = 𝐺𝑒𝑝 + 13𝐾𝑒𝑝 = 1𝐸𝑡 − 1𝐸𝑒 .

(63b)

𝐸𝑒 is the elastic modulus, and the elastic Poisson ratio 𝜇𝑒 is
generally taken as 0.3 for soil. It is obvious that𝜔 > 0 is always
fulfilled in (63a) and (63b).

By substituting (63a) and (63b) into (33a), (33b), or (35),
the elastoplastic compliance matrix in stress space or the
stiffness matrix in strain space is obtained. For convenience,
we call this model the multiple potential surface model (MPS
model).

It should be noted that, contrary to the Duncan-Chang
model (DC model), 𝐸𝑡 and 𝜇𝑡 in the MPS model are not
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Figure 1: Calculation and test results for triaxial test of Ottawa silica
sand.

limited by the generalized Hooke’s law; that is, the MPS model
is still available when 𝜇𝑡 > 0.5 and the stiffness matrix of the
model is not singular. Actually, 𝐸𝑡 and 𝜇𝑡 in the new model
are not the traditional modulus and Poisson ratio, but just the
slope of the curves.

Figure 1 shows the calculation and test results for triaxial
testing of Ottawa silica sand conducted by Wu [37]. The

unit weight of the sand is 16.8 kN/m3 (=107 pcf). The test
is a conventional consolidated-drained triaxial compression
test (CD test). The confining pressures were 68.9, 206.7, and
344.5 kPa (= 10, 30, and 50 psi, resp.). During the CD test,
confining pressure was firstly applied and then the specimen
was consolidated. Deviation stress (𝜎1 − 𝜎3) was applied in
the axial direction after consolidation. Variations of deviation
stress and volumetric strain versus axial strain can be acquired
in the test.

The calculations were made using the MPS model as well
as the Duncan-Chang model, during which 𝐸𝑡, 𝐸𝑒, and 𝜇𝑡
were calculated by the method proposed by Duncan and
Chang [1], that is

𝐸𝑡 = [1 − 𝑅𝑓 (1 − sin𝜙) (𝜎1 − 𝜎3)2𝑐 cos𝜙 + 2𝜎3 sin𝜙 ]2𝐾𝑃𝑎(𝜎3𝑃𝑎)
𝑛,

𝐸𝑒 = 𝐾𝑢𝑟𝑃𝑎(𝜎3𝑃𝑎)
𝑛, (64)
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Figure 2: Calculation and test results for triaxial test of rockfill material.

𝜇𝑡 = 𝐺 − 𝐹𝑙𝑔 (𝜎3/𝑃𝑎)(1 − 𝐴∗)2 , (65a)

𝐴∗ = 𝐷 (𝜎1 − 𝜎3)𝐾𝑃𝑎(𝜎3/𝑃𝑎)𝑛 [1 − 𝑅𝑓 (1 − sin𝜙) (𝜎1 − 𝜎3) / (2𝑐 cos𝜙 + 2𝜎3 sin𝜙)] , (65b)

where 𝑐 is the cohesion of the soil, 𝜙 is the friction angle of
the soil, 𝑃𝑎 is the atmospheric pressure, 100 kPa; 𝐾, 𝐾𝑢𝑟, 𝑛,𝑅𝑓, 𝐺, 𝐹, and𝐷 are parameters.

The parameters in the calculation are taken as 𝑐 = 0 kPa,𝜙 = 38∘, 𝐾 = 1116, 𝐾𝑢𝑟 = 1500, 𝑛 = 0.65, 𝑅𝑓 = 0.88,𝐹 = 0,
and 𝐷 = 0, which are the same for both the DC and MPS
models. The value of𝐺 for the DC model is taken as 0.45 while
for the MPS model it is 0.8, which is larger than 0.5. Although
the calculation results for deviation stress are identical for the
two models, the MPS model can reproduce the dilation of
soil. Because of the limitation that 𝜇𝑡 < 0.5 in the DC model,
the dilatation of soil is not revealed and 𝜀V < 0 is not achieved.

Figure 2 shows the calculation and test results of
consolidated-drained triaxial compression test (CD test) of
a rock-fill material from Hengshan Dam in China. The unit

weight of the material is 20.7 kN/m3. The confining pressures
were 300, 500, and 800 kPa, respectively.

The parameters for 𝐸𝑡 are 𝑐 = 178 kPa, 𝜙 = 40.4∘, K =
1915,𝐾𝑢𝑟 = 2490, 𝑛 = 0.18, and 𝑅𝑓 = 0.85, which are also the
same for both the DC and MPS models. 𝜇𝑡 in the DC model is
still calculated using (65a) and (65b), and 𝐺 = 0.6, 𝐹 = 0.37,
and 𝐷 = 0.023 in the calculation, while 𝜇𝑡 in the MPS model

is calculated using the method proposed by Shen and Zhang
[38],

𝜇𝑡 = 12 − 𝑐𝑑(𝜎3𝑃𝑎)
𝑛𝑑 𝐸𝑖𝑅𝑓(𝜎1 − 𝜎3)𝑓 1 − 𝑅𝑑𝑅𝑑

× (1 − 𝑅𝑓𝑆𝑙1 − 𝑅𝑓𝑆𝑙 1 − 𝑅𝑑𝑅𝑑 ) , (66a)

𝐸𝑖 = 𝐾𝑃𝑎(𝜎3𝑃𝑎)
𝑛, (66b)

in which 𝑆𝑙 = (𝜎1 −𝜎3)/(𝜎1 −𝜎3)𝑓; (𝜎1 −𝜎3)𝑓 is the deviation
stress at failure, (2𝑐 cos𝜙 + 2𝜎3 sin𝜙)/(1 − sin𝜙); 𝑐𝑑, 𝑛𝑑, and𝑅𝑑 are parameters; 𝑐𝑑 = 0.000224, 𝑛𝑑 = 2.24, and 𝑅𝑑 = 0.85
in the calculation.

Again, the calculation results for deviation stress are
identical for the two models, while the MPS model repro-
duces the dilatation of soil giving better results than the DC
model. Obviously, more appropriate results of volumetric
strain can be acquired using the MPS model if we improve
the calculation method of 𝜇𝑡. However, this is impossible for
the DC model due to the limitation that 𝜇𝑡 cannot exceed 0.5
for the nonlinear elastic model.
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9. Conclusions

The main tasks in establishing the constitutive equations for
geomaterials are the determination of stress-strain relations
in principal stress/strain space and the coordinate transfor-
mation of the relationship from principal stress/strain space
to general coordinate space. The stress (or strain) and stress
increment (or strain increment) in principal stress/strain
space is expressed as a vector in a potential field in traditional
elastic potential theory and plastic potential theory. However,
the vector can be expressed more generally as the gradient
vector of linearly independent potential functions. Based
on this framework, the traditional models can be easily
transformed from stress space to strain space and can be
modified in a general way. This framework can also be used
to establish new models based on curve fitting. Since it
investigates constitutive models from a mathematical point of
view independent of the material itself and relevant physical
mechanism, the framework can be potentially used in a wider
range, not limited to geomaterials. However, the lack of phys-
ical insights of materials and constitutive models may also
hinder its development, for example, the constitutive model
based on the framework may be oversimplified. The loading-
unloading criteria as well as the evolutions of internal state
variables are not considered in the framework. Therefore, the
current framework is mainly useful for modifying the existing
models. In the next research, Lode’s angle and noncoaxiality
should also be investigated, and more test results are needed
to make the verification.
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Using the finite element analysis program ABAQUS, a series of calculations on a cantilever beam, pile, and sheet pile wall were made
to investigate the bending moment computational methods. The analyses demonstrated that the shear locking is not significant for
the passive pile embedded in soil. Therefore, higher-order elements are not always necessary in the computation. The number of
grids across the pile section is important for bending moment calculated with stress and less significant for that calculated with
displacement. Although computing bending moment with displacement requires fewer grid numbers across the pile section, it
sometimes results in variation of the results. For displacement calculation, a pile row can be suitably represented by an equivalent
sheet pile wall, whereas the resulting bending moments may be different. Calculated results of bending moment may differ greatly
with different grid partitions and computational methods. Therefore, a comparison of results is necessary when performing the
analysis.

1. Introduction

As the finite element method (FEM) develops, pile founda-
tions are increasingly being analyzed using FEM [1–8]. Solid
elements are used to simulate soil or rock in geotechnical en-
gineering. Other structures embedded in soil such as piles,
cut-off walls, and concrete panels are also often simulated
with solid elements. However, internal force and bending
moment are generally used for engineering design. So it is
necessary to calculate the bending moment with stress and
displacement obtained using FEM.

Theoretically, the following two methods are both appro-
priate.

(a) Calculating Bending Moment with Stress. The bending
moment is directly calculated by summing the total moments
of the elements across the specified pile section. When using
this method, sufficient grids are necessary to partition the pile
section.

(b) Calculating Bending Moment with Displacement. The
bending moment is indirectly calculated using the quadratic
differential of deflection (lateral displacement) of the pile.

This method uses fewer grids, but the differential process will
result in reduced accuracy.

The bending moment can also be obtained by integrating
the area of the shear force diagram [9] which is a complex
process and is not considered in this paper.

As we know, shear locking occurs in first-order (linear)
fully integrated elements that are subjected to bending, while
second-order reduced-integration elements can yield more
reasonable results in this case and are often used in the anal-
ysis of piles subjected to lateral pressure [1–4, 10]. However,
calculating second-order elements is time consuming and
increases complexity and computational effort, particularly
when the problem involves contact conditions. So we con-
sider that the linear element method with appropriate mesh-
ing is still useful for the analysis of piles.

A row of piles can be simplified as a plane strain wall
(sheet pile wall) and modeled using 2D plane strain elements
[11–13]. This simplification can greatly reduce computational
effort. However, the influence of bending moment on the
computational results merits further research.

In this paper, a series of calculations on cantilever beam,
pile, and sheet pile wall examples were conducted to study the
abovementioned problems. The main aim of the work was to
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Figure 1: Cantilever beam.

Figure 2: Computing of bending moment with stress.

Table 1: Deflection error with element CPS4.

Mesh
Deflection error (%)

B C D E1 × 32 −28.57 −28.69 −28.74 −28.764 × 32 −27.20 −27.31 −27.34 −27.368 × 32 −27.12 −27.23 −27.27 −27.2916 × 32 −27.10 −27.22 −27.25 −27.2732 × 32 −27.10 −27.21 −27.25 −27.261 × 64 −10.67 −10.83 −10.89 −10.924 × 64 −8.45 −8.61 −8.66 −8.688 × 64 −8.32 −8.48 −8.54 −8.5716 × 64 −8.29 −8.45 −8.54 −8.5432 × 64 −8.28 −8.45 −8.50 −8.5364 × 64 −8.28 −8.44 −8.50 −8.531 × 128 −4.70 −4.87 −4.93 −4.974 × 128 −2.12 −2.31 −2.37 −2.408 × 128 −1.97 −2.17 −2.23 −2.2716 × 128 −1.94 −2.13 −2.20 −2.2332 × 128 −1.93 −2.13 −2.19 −2.2364 × 128 −1.93 −2.13 −2.19 −2.22128 × 128 −1.92 −2.13 −2.19 −2.222 × 4 −95.94 −95.94 −95.93 −95.922 × 8 −85.66 −85.68 −85.68 −85.672 × 16 −60.03 −60.08 −60.09 −60.092 × 32 −27.50 −27.60 −27.63 −27.652 × 64 −8.93 −9.08 −9.12 −9.152 × 128 −2.69 −2.86 −2.91 −2.942 × 256 −0.99 −1.16 −1.22 −1.25

investigate the computational methods for bending moment
and the influences of element type and mesh partition. Hence,
no interface element was introduced, that is, the pile was
assumed to be fully attached to the soil, and the soil and pile
were both assumed to have linear elastic behavior.
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Figure 3: Calculation versus analytical solution of bending
moment.

Table 2: Deflection error with element CPS8R.

Mesh
Deflection error (%)

B C D E1 × 32 0.15 0.05 0.01 −0.012 × 32 0.33 0.15 0.09 0.054 × 32 0.38 0.18 0.11 0.078 × 32 0.40 0.19 0.12 0.081 × 64 0.27 0.12 0.07 0.042 × 64 0.36 0.17 0.10 0.074 × 64 0.39 0.18 0.12 0.088 × 64 0.40 0.19 0.12 0.08

2. Cantilever Beam Example

2.1. Analytical Solution. The cantilever beam example is
shown in Figure 1. The width of the square beam is 1 m. The
length 𝐿 is 30 m. A distributed load 𝑝 = 0.5 kPa is applied to
the beam. The analytical solution equations are

𝑀 = 12𝑝(𝐿 − 𝑥)2, (1a)

𝜔 = 𝑝𝐿42𝐸𝐼 (𝑘22 − 𝑘33 + 𝑘412) , (1b)

where 𝑀 = bending moment, 𝑥 = the position coordinate,𝑘 = 𝑥/𝐿,𝐸 = the Young’s modulus, 𝐼 = the moment of inertia,𝜔 = −𝑢𝑦 is the deflection of the beam, and 𝑢𝑦 = displacement
in the 𝑦 direction.

The beam parameters are taken as Young’s modulus 𝐸 =2 × 104 MPa and Poisson’s ratio ] = 0.17 in the computation.
The element used in the FEM is the 4-node first-order plane
stress element (CPS4). The following two methods were used
to calculate the bending moment.
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Figure 4: Bending moment calculated with displacement (with CPS4).
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Table 3: Bending moment error (%).

Element type Mesh
Computed with stress Computed with displacement

B C D B C D

CPS4

2 × 8 −89.19 −88.99 −88.02 −89.99 −91.72 −95.282 × 16 −70.02 −69.89 −69.22 −66.44 −65.26 −57.812 × 32 −45.73 −45.67 −45.37 −32.89 −36.96 −59.742 × 64 −31.89 −31.87 −31.78 −13.19 −3.40 −620.482 × 128 −27.25 −27.24 −27.22 −24.98 −620.48 −3143.384 × 64 −14.42 −14.40 −14.278 × 64 −10.03 −10.01 −9.8716 × 64 −8.93 −8.91 −8.774 × 128 −8.56 −8.55 −8.528 × 128 −3.86 −3.85 −3.8116 × 128 −2.68 −2.67 −2.64

CPS8R

2 × 32 −33.25 −33.15 −32.592 × 64 −33.31 −33.28 −33.112 × 128 −33.32 −33.31 −33.244 × 64 −6.65 −6.63 −6.528 × 64 −1.57 0.02 0.09
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Figure 5: Bending moment calculated with displacement (2 × 64,
with CPS8R).
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Table 4: Horizontal displacement of the wall (with CPE8R).

Item Horizontal displacement𝑈𝑚 (m) 0.03647𝑈𝑡 (m) −0.00528

Table 5: Calculated bending moment in the wall (with CPE8R).

Item Computed with displacement Computed with stress𝑀𝑏 (kN⋅m) 2939.947 2650.037𝑀𝑚 (kN⋅m) −906.667 −902.366

(a) Calculating BendingMoment with Stress.The bending mo-
ment was directly computed with the normal stress on the
cross-section (see Figure 2):

𝑀 = ∑𝜎𝑖𝐴 𝑖𝑙𝑖, (2)

where 𝜎𝑖 = normal stress at the centroid of the element, 𝐴 𝑖 =
corresponding area of the element, and 𝑙𝑖 = distance between
the centroid and the midline of the beam section.

(b) Calculating Bending Moment with Displacement. The
bending moment was calculated using the following quad-
ratic differential of deflection [14]:

𝑀 = 𝐸𝐼𝑑2𝜔𝑑𝑥2 . (3)

Equation (3) can be transformed into a difference scheme,
and the bending moment was calculated by the difference
operation of lateral displacement. Figure 3 is the comparison
of the computed bending moment with analytically exact
results, where 𝜔 is calculated using (1b) with the number of
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Table 6: Calculated horizontal displacement of the wall (with CPE4).

Item Grid number along the length

Grid number across wall section

2 4 8

Displacement (m) Error (%) Displacement (m) Error (%) Displacement (m) Error (%)

𝑈𝑚 15 0.02875 −21.16 0.02835 −22.25 0.02825 −22.52

30 0.03475 −4.71 0.03411 −6.47 0.03395 −6.89

60 0.03673 0.74 0.03601 −1.24 0.03584 −1.72

𝑈𝑡 15 −0.00144 −72.71 −0.00122 −76.86 −0.00117 −77.88

30 −0.00450 −14.71 −0.00420 −20.48 −0.00412 −21.90

60 −0.00541 2.49 −0.00509 −3.63 −0.00501 −5.14

Table 7: Calculated bending moment in the wall (with CPE4).

Item Grid number
along the length

Grid number across wall section

2 4 8

Bending
moment
(kN⋅m)

Error
(%)

Bending
moment
(kN⋅m)

Error
(%)

Bending
moment
(kN⋅m)

Error
(%)

𝑀𝑏

Computed
with stress

15 1096.813 −58.61 1335.297 −49.61 1393.136 −47.43

30 1714.913 −35.29 2052.434 −22.55 2133.281 −19.50

60 2073.363 −21.76 2454.809 −7.37 2546.233 −3.92

Computed
with
displacement

15 1073.083 −63.50 1048.292 −64.34 1042.292 −64.55

30 1966.567 −33.11 1880.900 −36.02 1860.867 −36.70

60 2724.200 −7.34 2521.400 −14.24 2478.267 −15.70

𝑀𝑚

Computed
with stress

15 −535.650 −40.64 −658.054 −27.07 −687.977 −23.76

30 −657.713 −27.11 −805.006 −10.79 −840.821 −6.82

60 −694.513 −23.03 −850.134 −5.79 −887.903 −1.60

Computed
with
displacement

15 −690.833 −23.81 −679.167 −25.09 −676.667 −25.37

30 −851.667 −6.07 −840.000 −7.35 −836.667 −7.72

60 −900.000 −0.74 −886.667 −2.21 −886.667 −2.21
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Figure 8: Comparison of horizontal displacements.

interpolation points being 10, 30, 60, and 120. This shows that
the method used here achieved a good result for the bending
moment.

2.2. Errors in Displacement and Bending Moment. We used
several meshes to do the computation. Grids along the length
of the beam were 32, 64, and 128 (in the 𝑥 direction, see

Figure 1). Sectional partitions were 1, 2, 4, 8, 16, and 32. Two
element types, CPS4 and the 8-node reduced-integration
element (CPS8R), were employed in the analysis. The results
are shown in Tables 1, 2, and 3 and in Figures 4 and 5, where
the term 𝑚 × 𝑛 denotes that there are 𝑚 grids along the 𝑦
direction and 𝑛 grids along the 𝑥 direction; B, C, D, and E are
positions for error calculation (see Figure 1).
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Figure 9: Comparison of bending moments calculated with displacement.

The errors in the tables are defined as

𝜀𝜔 = 𝜔𝑐 − 𝜔𝜔 × 100 (%) , (4a)

𝜀𝑀 = 𝑀𝑐 −𝑀𝑀 × 100 (%) , (4b)

where 𝜀𝜔 = relative error of deflection, 𝜀𝑀 = relative error of
bending moment, 𝜔𝑐 = calculated deflection using FEM, 𝜔 =
analytically exact deflection from (1b),𝑀𝑐 = calculated bend-
ing moment using FEM, and𝑀 = analytically exact bending
moment from (1a).

From Table 1, we can see that the deflection using CPS4 is
smaller than the analytical solution, which implies that the
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Figure 10: Comparison of bending moments calculated with stress.

shear locking occurs with the first-order element. Shear lock-
ing can be easily overcome with second-order reduced-inte-
gration elements, that is, using fewer grids can produce ap-
proximately the same results (see Table 2).

Although using the rectangular first-order element in-
duces shear locking in the beam, we can still obtain a good

result with sufficient partitions along the length of the beam;

if we partition the beam lengthways in 128 elements, the rel-

ative error can be smaller than 3% (see Table 1).

Table 3 and Figure 4 show the computational results of

bending moment for the first-order element. They indicate
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Figure 11: Bending moments calculated with displacement for suspended sheet pile wall.

that if the bending moment is to be calculated with stress, suf-
ficient partitions across the cross-section are necessary. Fluc-
tuation can lead to unreliable results when bending moment
is calculated with displacement. The effect of variation is even
stronger when increasing the grid density. The reason may be
that the loss of accuracy occurs for each difference operation
and the initial small error will be greatly magnified after two
operations.

A similar calculation of bending moment was done using
CPS8R. Figure 5 shows even more notable variation occur-
ring for the bending moments calculated with displacement.

Table 8: Horizontal displacement of the pile (with C3D20R).

Item Horizontal displacement (m)𝑈𝑚 0.045113𝑈𝑡 −0.007570

Table 9: Calculated bending moment in the pile (with C3D20R).

Item Computed with displacement Computed with stress𝑀𝑏 (kN⋅m) 3967.200 4706.848𝑀𝑚 (kN⋅m) −1146.667 −1101.314
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Figure 13: Bending moment calculated with element C3D20R.

Table 10: Calculated horizontal displacement of the pile (with C3D8).

Item Grid number along the length

Grid number across pile section

2 4 8

Displacement (m) Error (%) Displacement (m) Error (%) Displacement (m) Error (%)

𝑈𝑚 15 0.042865 −4.98 0.042764 −5.21 0.042740 −5.26

30 0.044506 −1.35 0.044408 −1.56 0.044384 −1.62

60 0.044896 −0.48 0.044796 −0.70 0.044774 −0.75

𝑈𝑡 15 −0.006532 −13.71 −0.006488 −14.29 −0.006478 −14.43

30 −0.007278 −3.85 −0.007238 −4.38 −0.007229 −4.51

60 −0.007452 −1.56 −0.007414 −2.06 −0.007405 −2.17
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Figure 14: Comparison of horizontal displacements.

3. 2D Analysis of a Sheet Pile Wall

Figure 6 shows a sheet pile wall subjected to a load𝑝 = 1MPa.
The bottom of the domain and the pile tip are fully restrained
from moving in any direction while both sides of the domain
are restrained in the 𝑥 direction, while free in the 𝑦 direction.
The length of the pile is the same as that of the above beam,

30 m, and the width is 1 m. We used different mesh partitions
to do the calculation with the rectangular first-order element
(CPE4).

Since there is no analytical solution for this problem, re-
ferring to the above analysis of the cantilever beam, the re-
sults using a grid partition of 8 × 60, the 8-node plane strain
element, reduced integration (CPE8R) were considered as
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Table 11: Calculated bending moment in the pile (with C3D8).

Item Grid number
along the length

Grid number across pile section

2 4 8

Bending
moment
(kN⋅m)

Error
(%)

Bending
moment
(kN⋅m)

Error
(%)

Bending
moment
(kN⋅m)

Error
(%)

𝑀𝑏

Computed with
stress

15 2184.875 −53.58 2668.929 −43.30 2787.809 −40.77

30 3172.975 −32.59 3831.406 −18.60 3992.286 −15.18

60 3793.750 −19.40 4545.541 −3.43 4729.851 0.49

Computed with
displacement

15 1881.417 −52.58 1863.667 −53.02 1859.417 −53.13

30 3248.333 −18.12 3179.000 −19.87 3163.000 −20.27

60 4082.267 2.90 3933.733 −0.84 3895.867 −1.80

𝑀𝑚

Computed with
stress

15 −816.513 −25.86 −1004.993 −8.75 −1051.735 −4.50

30 −847.748 −23.02 −1041.848 −5.40 −1089.858 −1.04

60 −858.825 −22.02 −1053.395 −4.35 −1102.111 0.07

Computed with
displacement

15 −1063.333 −7.27 −1060.000 −7.56 −1059.583 −7.59

30 −1108.333 −3.34 −1105.000 −3.63 −1103.333 −3.78

60 −1126.667 −1.74 −1126.667 −1.74 −1120.000 −2.33

Table 12: Soil layers and parameters.

No. Soil layer Elevation of layer top (m) Elevation of layer bottom (m) Poisson’s ratio ] Young’s modulus (MPa)

1 Muck −5.3 −7.2 0.35 1.0

2 Mucky soil −7.2 −24.2 0.40 1.0

3 Silty fine sand −24.2 −36.3 0.25 10

4 Clay −36.3 −54.1 0.33 10

5 Clay −54.1 −56.6 0.33 25

6 Medium sand −56.6 −62.2 0.25 30

7 Clay −62.2 −71.4 0.3 30

8 Clay −71.4 −77.2 0.3 30

9 Clay −77.2 −86.1 0.3 30

10 Clay −86.1 −120.0 0.3 50

“exact.” The displacement at the top of the wall, 𝑈𝑡, and the
maximum displacement in the middle, 𝑈𝑚, are shown in
Table 4. The bending moment at the tip of the wall, 𝑀𝑏, and
the maximum bending moment in the middle, 𝑀𝑚, are
shown in Table 5. Figure 7 shows the distribution of bending
moment calculated along the wall. Though a small variation
occurs in the bending moment distribution calculated with
displacement (CPE8R-8-60-W), it is quite close to that cal-
culated with stress (CPE8R-8-60-Y).

The calculated results using CPE4 are presented in Tables
6 and 7 and Figures 8, 9, and 10. The relative errors in the ta-
bles are relevant to those calculated with CPE8R. We find
that the displacements calculated with first-order elements
are smaller than those with 8-node elements, reduced-in-
tegration, whereas the values are close if they have the same
partition (8 × 60) along the height of the wall, which implies
that the shear locking is not distinct as for the cantilever
beam. The bending moments calculated with displacement
approximate those with stress and have insignificant varia-
tion. However, if the wall is suspended in the soil, obvious var-
iation occurs for the element CPE8R as shown in Figure 11.

4. Pile Examples

4.1. 3D Analysis of a Pile. Figure 12 shows a pile and its sur-
rounding soil in 3D view. The length of the pile is 30 m, and
the width of the square pile is 1 m, which is also the same as
that of the above-mentioned beam. The width of the compu-
tational domain is 9 m. The applied load, material properties,
and boundary conditions are the same as those of the above-
mentioned sheet pile wall.

3-D analyses were made with different mesh partitions
of the pile shaft. The results with a grid partition of 8 × 60,
a 20-node brick element and reduced integration (C3D20R)
were considered as “exact”. Displacement at the top of the
pile, 𝑈𝑡, and maximum displacement in the middle, 𝑈𝑚, are
shown in Table 8, while the bending moment at the tip of the
pile,𝑀𝑏, and maximum bending moment in the middle,𝑀𝑚,
are shown in Table 9. Figure 13 is the distribution of moment
calculated along the pile. Again, the moment calculated with
displacement (C3D20R-8-60-W) is close to that calculated
with stress (C3D20R-8-60-Y) and insignificant variation is
found.
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Figure 15: Comparison of bending moments calculated with displacement.

The calculation results with first-order element (C3D8)
are presented in Tables 10 and 11 and Figures 14, 15, and 16.
The relative errors in the tables are relevant to those calculated
with C3D20R. As before, displacements calculated with first-
order elements are smaller than those with C3D20R and the
values are close if they have the same partition (8 × 60)
along the length of the pile. Bending moments calculated with

displacement approximate those with stress and have insig-
nificant variation. This indicates that the response of the pile
is similar to that of the above-mentioned wall for displace-
ment and bending moment computations.

4.2. 3-D Analysis of Piles for a Bridge Abutment. Figure 17
shows the cross-section of the piles of a bridge and a polder
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Figure 16: Comparison of bending moments calculated with stress.

dike. Figure 18 shows one of the meshes for the computation.
The length of the computational domain is 700 m and the
width is 60 m, which equals the abutment span. The elevation
of the ground surface is −5.3 m, the elevation of the bottom
of the domain is −120 m, and the elevation of the pile tip is−90 m. Each round pile is represented by an equivalent square

pile with a width of 1.33 m, and the four piles are connected

by a pile cap (see Figure 18(b)). The flyash is filled to 4.63 m
(see Figure 17).

The weight of the dike and the flyash was simulated with
a distributed load acting on the ground surface, respectively.

The effective unit weight of the dike is 18 kN/m3 above the wa-

ter level and 11 kN/m3 below the water level. The effective unit
weight of the flyash is 13.5 kN/m3 and 5.9 kN/m3, respectively.
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Again, linear elastic model was used to simulate the soil and
the pile. The parameters of the soil strata are presented in
Table 12, while Young’s modulus and Poisson’s ratio for the
pile are the same as those of the above-mentioned sheet pile
wall.

Five meshes (M1 to M5) were used to make the compu-
tation. The partitions of the piles and the total number of el-
ements and nodes in each mesh are listed in Table 13. Mesh
M3 has the most number of elements and nodes and the most
grids (4×42) for the pile. Again, the results for M3, a 20-node
brick element with reduced integration (C3D20R-M3), were
considered as “exact” to calculate the relative errors.

The calculated displacements with different meshes and
element types are presented in Table 14 and the distributions
are shown in Figure 19. The results agree closely with each
other, that is, with fewer linear elements, one can achieve
satisfactory displacement results.

Figure 20 shows the distribution of bending moment with
C3D20R-M3. As a whole, the moment calculated with dis-
placement (C3D20R-M3-W) is similar to that calculated with
stress (C3D20R-M3-Y). However, notable variation occurs
for the moment calculated with displacement, particularly at
the upper part of the pile.

Figure 21 shows the bending moment calculated with
stress obtained from element type C3D8 and meshes M1, M2,
M3, and M5. Mesh M4 has no partition across the pile section
so we cannot calculate the bending moment. It is obvious that

the results for M3 and M2 are closer to that of C3D20R-M3
than for M1 and M5. Mesh M5 has only two grids across the
pile section, and the moment calculated for M5 is unreliable
and quite different from other results.

Figure 22 shows the bending moment calculated with dis-
placement. It is found that unlike C3D20R, the distribution
has insignificant variation for the linear element (C3D8) with
different meshes and agrees closely with each other, which
implies that calculations with linear elements may produce
fewer and smaller fluctuations than high-order elements in
this case.

4.3. 2-D Analysis of a Pile Row. Generally, a pile row can
be replaced by a sheet pile wall with stiffness chosen as the
average of the pile stiffness and that of the soil between the
piles [11–13], 𝐸𝐼 = 𝐸𝑝𝐼𝑝 + 𝐸𝑠𝐼𝑠, (5)

where 𝐸 = equivalent modulus of the sheet pile wall, 𝐼 =
moment of inertia of the sheet pile wall, 𝐸𝑝, 𝐸𝑠 = Young’s
moduli of the pile and the soil, respectively, and 𝐼𝑝, 𝐼𝑠 =
moments of inertia of the pile and the soil, respectively.

If the piles are at a spacing of 𝑢 and each pile is squared
with a width of 𝑑, the equivalent modulus can be

𝐸 = 𝐸𝑝𝑑 + 𝐸𝑠 (𝑢 − 𝑑)𝑢 . (6)
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Table 13: Meshes for the analysis.

Item C3D20R-M3 C3D8-M1 C3D8-M2 C3D8-M3 C3D8-M4 C3D8-M5

Element number 22620 9541 15855 22620 13497 14283

Node number 99996 11208 18264 25824 15600 16488

Grids for pile 4 × 42 4 × 16 4 × 26 4 × 42 1 × 26 2 × 26
CPU-time (s) 1451.8 67.1 132.6 217.5 124.0 121.0

Table 14: Calculated horizontal displacement of pile A.

Item
At elevation of−5.3 m

At elevation of−90 m

C3D20R-M3 Displacement (m) 0.02024 0.00642

C3D8-M1
Displacement (m)

Error (%)
0.020093−0.71

0.006339−1.22

C3D8-M2
Displacement (m)

Error (%)
0.019967−1.33

0.006355−0.96

C3D8-M3
Displacement (m)

Error (%)
0.019897−1.68

0.006368−0.77

C3D8-M4
Displacement (m)

Error (%)
0.019971−1.31

0.006355−0.96

C3D8-M5
Displacement (m)

Error (%)
0.019967−1.33

0.006355−0.97
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Figure 19: Comparison of horizontal displacements.

In the analysis, the spacing of the pile row was assumed
to be 𝑢 = 2m, 9 m, 100 m, and 1000 m. Other parameters are
the same as those of the above analyses. The configurations
are shown in Figures 6 and 12. As in the preceding studies, the
grid partition for the pile shaft was 8×60. The computational
results are shown in Figure 23 and Tables 15 and 16, in which
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Figure 20: Bending moment calculated with element C3D20R.

“-D” denotes that the 2-D analysis was conducted with the
equivalent modulus of the piles and (×𝐸𝑝/𝐸) denotes that the
bending moment was modified by multiplying by 𝐸𝑝/𝐸. It
is found that the calculated displacements of the “equivalent
sheet pile wall” are in close agreement with that of the pile
row. However, the results for the bending moment show some
difference, particularly at the fixed tip of the pile.
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Table 15: Comparison of horizontal displacements calculated by 2-D and 3-D analyses.

Pile spacing 2 m 9 m 100 m 1000 m

Element type CPE4-D C3D8 CPE4-D C3D8 CPE4-D C3D8 CPE4-D C3D8𝑈𝑚 (m) 0.04008 0.04016 0.04391 0.04477 0.04543 0.04575 0.04608 0.04575𝑈𝑡 (m) −0.00675 −0.00672 −0.00776 −0.007405 −0.00782 −0.00732 −0.00766 −0.00732

Table 16: Comparison of bending moments by 2-D and 3-D analyses (𝑢 = 9 m).

Element type CPE4-D-W (EI) CPE4-D-W (𝐸𝑝𝐼𝑝) C3D8-W CPE4-D-Y CPE4-D-Y (×𝐸𝑝/E) C3D8-Y𝑀𝑏 (kN⋅m) 4422.84 4387.73 3895.87 636.48 5682.86 4729.85𝑀𝑚 (kN⋅m) −1061.76 −1053.33 −1120.00 −117.02 −1044.83 −1102.11
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Figure 21: Bending moments calculated with stress.

5. Conclusions

The bending moment computational methods for piles were
investigated using a series of calculation examples in this
study, and the following conclusions were reached.

(1) Compared to a cantilever beam, shear locking is not
significant for the passive pile embedded in soil, so
higher-order elements are not always necessary for
the computation. Computation with first-order (lin-
ear) elements and appropriate grid partition can pro-
duce similar good results as for higher-order ele-
ments.

(2) The number of the grids along the length of the pile
plays an important role in the analysis. With an in-
crease in grid number, the calculated displacement
and bending moment are closer to theoretical results.
Increasing the grid number across the pile section

is helpful for increasing the accuracy of the bending
moment calculated with stress, while it has insignifi-
cant influence on displacement and the related bend-
ing moment calculation.

(3) Calculating bending moment with stress can produce
good results, but many grids are needed to partition
the pile section. Calculating bending moment with
displacement needs fewer grids across the pile
section, but it may result in fluctuations of the
results, especially for the cantilever beam presented
in Section 2. The reason may be that the bending
moment calculated with stress corresponds to the
“integration” operation of stress, while the bending
moment calculated with displacement corresponds
to the “difference” operation of displacement. The
difference operation may amplify the error, and the
initial small error will be greatly magnified after
two operations. Consequently, if the fluctuations of
bending moment calculated with displacement are
evident, it is suggested that the bending moment
should be calculated with stress.

(4) When calculating the displacements of the piles, a
pile row can be suitably represented by an equivalent
sheet pile wall which has the same flexural stiffness
per unit width as the piles and the soil it replaces. The
displacements of the wall can agree closely with that of
the pile row, while bending moments may differ from
each other.

(5) A special attention should be given to meshing and
the computational method for bending moment. Cal-
culated results may differ greatly with different grid
partitions and computational methods. Comparison
of results using different meshes is necessary when
performing the analysis.

It should be noted that, in order to clearly reveal the
influences of element type and mesh partition, only linear
elastic model was used in this study to simulate the soil and
the pile. Obviously, introduction of constitutive models for
the analysis of actual soil and pile will further complicate
the problem, and thus, more attention should be paid to the
calculation methods of bending moment.
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Figure 22: Bending moments calculated with displacement.
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Figure 23: Comparison of computational results with 2-D and 3-D analyses.
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Notation

CPS4: 4-node plane stress element
CPS8R: 8-node plane stress element,

reduced-integration
CPE4: 4-node plane strain element
CPE8R: 8-node plane strain element,

reduced-integration
C3D8: 8-node brick element
C3D2R: 20-node brick element,

reduced-integration
-𝑚-𝑛 or𝑚 × 𝑛: Computation made with𝑚 grids across

the cross-section, and 𝑛 grids along the
length of the pile shaft

-M1: Computation made with mesh M1
-W: Bending moment calculated with

displacement
-Y: Bending moment calculated with stress
-D: Computation of the equivalent sheet pile

wall made with equivalent modulus
-W-𝐸𝑝𝐼𝑝: Bending moment calculated with

displacement and stiffness of the pile shaft
(𝐸𝑝𝐼𝑝)

-Y-𝐸𝑝/𝐸: Bending moment calculated with stress
and modified by multiplying by 𝐸𝑝/𝐸

CPE4-𝑚-𝑛: Computation made with element CPE4
and the mesh division of the pile shaft
being 𝑚 × 𝑛

C3D8-M1: Computation made with element C3D8
and mesh M1𝑈𝑡: Displacement at the top of the pile𝑈𝑚: Maximum displacement at the middle of
the pile𝑀𝑏: Bending moment at the tip of the pile𝑀𝑚: Maximum bending moment at the middle
of the pile.
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